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Abstract

Trees are among the most fundamental and ubiquitous structures in mathematics. Tree languages and
automata on trees have been studied extensively since the 1960s from both a purely mathematical and
application point of view. When trees are defined as terms, universal algebra becomes directly applicable
to tree automata and, on the other hand, the theory of tree automata suggests new notions and problems
to universal algebra.

Different syntactic invariants have been proposed as bases for classifications of regular tree languages:
syntactic algebras (Steinby 1979, 1992; Almeida 1990), syntactic monoids and syntactic semigroups
(Thomas 1983; Nivat and Podelski 1989), tree algebras (Wilke 1996) and syntactic theories (Esik 1999).
However, so far variety theorems comparable with Eilenberg’s classical theorems for regular string lan-
guages were known for syntactic algebras and syntactic theories only. In this thesis we consider several
aspects of varieties of tree languages and settle some open questions concerning the various formalisms.

In Chapter 2 we extend the variety theorem for general recognizable subsets of free algebras (Steinby
1979) to the many-sorted case. In Chapter 3 we formulate Pin’s (1996) theory of positive varieties for
tree languages and prove a variety theorem that establishes a correspondence between positive varieties
of tree languages and varieties of finite ordered algebras.

It has been known already for quite a long time that not all varieties of tree languages can be defined
by syntactic monoids or semigroups, and the question about the exact defining power of these syntactic
invariants has been raised by several authors. In Chapter 4 we answer this question by characterizing
the varieties of tree languages that correspond to some variety of finite monoids or semigroups. In
Chapter 5 we characterize the families of tree languages definable by ordered monoids and study some
special instances of the above mentioned variety theorems.

Chapter 6 is devoted to Wilke’s tree algebras. We introduce a convergent term rewriting system
that yields an efficient method to decide the word problem of tree algebras. By using the notions
introduced in Chapter 2 for many-sorted algebras and languages, we obtain a variety theorem for families
of tree languages defined by tree algebras. Moreover, we prove that, for any sufficiently rich alphabet,
all congruence-preserving functions of the tree term algebra are obtained as compositions of the basic
tree-constructing operations.
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The following is an excerpt of the thesis highlighting its background and new results with more details.

1 Introduction and Preliminaries

Trees and terms are important structured objects that can be found almost everywhere in computer
science, not only in connection with their mathematical foundations ([10]). Almost every working math-
ematician has heard of “trees”, as this notion appears in many different areas of mathematics from graph
theory to universal algebra to logic. In computer science trees are often regarded as a natural general-
ization of strings. The theory of tree automata and tree languages emerged in the middle of the 1960s
quite naturally from the view of finite automata as unary algebras advocated by J. R. Biichi and J. B.
Wright. The theory of tree automata and tree languages can thus be seen as an outgrowth of Biichi’s
and Wright’s program which had as its goal a general theory that would encompass automata, universal
algebra, equational logic, and formal languages. Some interesting vistas of this program and its develop-
ment are opened by Biichi’s posthumous book [2] in which many of the ideas are traced back to people
like Thue, Skolem, Post, and even Leibniz (see [9]).

Though the theory of tree automata and tree languages may have come into existence by generalizing
string automata and languages, but, of course, no branch of mathematics could stay alive very long as
a mere generalization. Apart from its intrinsic interest, the theory of tree automata and tree languages
has found several applications and it offers new perspectives to various parts of mathematical linguistics.
It has also been applied to some decision problems of logic, and it provides tools for syntactic pattern
recognition (see [3] and [8]). Actually, using tree automata has proved to be a powerful approach to
simplify and extend previously known results, and also to find new results. For instance recent works
use tree automata for application in abstract interpretation using set constraints, rewriting, automated
theorem proving and program verification, databases and XML schema languages (see [3]).

Mathematicians who have heard of trees may recall one or two definitions of them. Considering trees
as terms over a ranked alphabet and a leaf alphabet has become a custom in some schools, especially
in Turku, Finland. An advantage of this approach is that the concepts and results to universal algebra
become immediately usable. It is worth noting that the impact of universal algebra on the theory of
tree automata and tree languages has not been in one direction only; developments of tree automata
and tree languages have suggested new problems and concepts to universal algebra. Also in this thesis
we have developed algebraic notions and proved theorems in universal algebra when the necessity has
emerged. However, the recent book of Denecke and Wismath [4] is the first universal algebra text where
tree automata and tree languages are explicitly studied (see its Chapters 5 and 8).

The main topic of the thesis is the variety theory of tree languages and tree automata (finite algebras).
The history of variety theory begins with Eilenberg’s celebrated variety theorem in [5]. This theorem,
which gives a one-to-one correspondence between (pseudo-)varieties of finite semigroups and varieties of
recognizable languages, is indeed the most important tool for classifying recognizable languages. Eilen-
berg’s theorem was motivated by characterizations of several families of string languages by syntactic
monoids or semigroups (see [5), 14]), above all by Schiitzenberger’s [23] theorem connecting star-free lan-
guages and aperiodic monoids. A fascinating feature of this variety theorem is the existence of its many



instances. As a matter of fact, most of the interesting classes of algebraic structures are varieties, and
similarly, most of the interesting families of tree or string languages studied in the literature turn out
to be varieties of some kind. The aforementioned variety theorem connects these interesting families
to each other. Eilenberg’s theorem has since then been extended in various directions. One of these
extensions is Thérien’s [27] notion of varieties of congruences on free monoids. Another extension is Pin’s
positive variety theorem [15] which establishes a bijective correspondence between positive varieties of
string languages and varieties of ordered semigroups.

Concerning trees, which are studied in the field of universal algebra, Steinby’s variety theorem [24]
for varieties of recognizable subsets of free algebras and varieties of finite algebras was the first one of this
kind. The correspondence with varieties of congruences, and some other generalizations, were added later
by Almeida [1] and Steinby [25,26]. Another variety theorem for trees is Esik’s [6] correspondence between
families of tree languages and classes of theories (see also [7]). As Esik [6] notes, any variety theorem
connects families of tree languages with classes of some structures via their “syntactic structures”. One
of these syntactic structures is the syntactic semigroup/monoid of a tree language introduced by Thomas
[28] and further studied by Salomaa [22]. A different formalism, based on essentially the same concept,
was considered by Nivat and Podelski [11] [16].

Several variety theorems for families of recognizable tree languages are proved in this thesis:

e The variety theorem for families of tree languages and varieties of finite algebras, provided by
Steinby [24], 25] and Almeida [1], is generalized to many-sorted algebras in Chapter 2 which is a joint
work with Steinby [20].

e Chapter 3, based on a joint paper with Petkovié¢ [13], is inspired by Pin’s theory of positive varieties
of string languages and varieties of ordered semigroups/monoids. We prove a variety theorem for positive
varieties of tree languages and varieties of finite ordered algebras which correspond to each other via
syntactic ordered algebras.

e Tree languages definable by syntactic monoids are studied in Chapter 4. It was already known that
any family of tree languages definable by syntactic monoids is a (generalized) variety of tree languages,
though not every variety of tree languages is definable by syntactic monoids [26]. Characterizing the
varieties of tree languages which are definable by syntactic monoids was a relatively long-standing open
problem [26], 6]. Here we give an answer to this question by providing a variety theorem for families of
tree languages and varieties of finite monoids which correspond to each other via syntactic monoids; the
semigroup version of the results is presented as well [19].

e The above characterization of varieties of tree languages definable by semigroups/monoids is gen-
eralized to a characterization of positive varieties of tree languages definable by syntactic ordered semi-
groups/monoids in Chapter 5. This generalization was obtained together with Petkovié [13]. Also some
instances of this positive variety theorem and the variety theorem on Chapter 4 are elaborated.

e The last Chapter 6 is a study of Wilke’s tree algebra formalism [30] for binary trees. A completeness
theorem for the axiomatization of tree algebras, and a variety theorem for families of binary tree languages
and varieties of finite tree algebras is proved in Chapter 6. This variety theorem solves another open
problem mentioned by some authors like Esik [7], Steinby [26], and Wilke [30]. The first two sections of
this chapter are based on a joint paper with Steinby [21]. Finally, a completeness property of Wilke’s
functions is presented without proofs in the last section. We have proved that term algebras over ranked
alphabets with at least seven constant symbols are affine-complete (i.e., their every congruence-preserving
function is a term function), and also the free tree algebras over finite alphabets containing at least seven
labels are affine-complete [17, [18].

The above mentioned results were taken to emphasize the richness of the theory of tree automata
and tree languages as they also suggest some new perspectives of the variety theory of string languages
when words are viewed as unary trees. This, from a variety theory viewpoint, confirms our belief that

not only are trees more than mere generalization of words, but that words are particular cases of trees.



Preliminaries

Strings over a finite alphabet X are often regarded as elements of the free monoid X* generated by
X. Similarly, any tree considered here may be viewed as an element of a term algebra. Also finite tree
automata can be defined as finite algebras. Therefore, universal algebra provides a natural mathematical
foundation for the theory of finite tree automata and recognizable tree languages. Here we first recall
some basic notions of algebras and then present formal definitions and concepts of trees as terms.

A ranked alphabet X is a finite set of function symbols each of which has a unique non-negative integer
arity. For any m > 0, X,,, denotes the elements of ¥ with arity m. In particular, ¥g is the set of constant
symbols of 3. A Y-algebra is a structure A = (A4,Y) where A is a non-empty set in which every symbol
of ¥ is realized, i.e., any ¢ € ¥y is realized by a constant ¢* € A, and any f € %, for m > 0 is realized
by an m-ary function fA4: A™ — A. The algebra A = (A, X) is called finite if the set A is finite.

The notions of subalgebra, homomorphism, homomorphic image, and direct product of algebras are
defined as in universal algebra; see e.g. [29]. A mapping p : A — A is called an elementary trans-
lation of A, if for some m > 0, f € ¥,,, 1 < i < m, and a1,...,0;-1,0i+1,...,am € A, p(&) =
fAay, ... ai-1,€ aip1, ..., am), where € is a new variable ranging over A. The set Tr(A) of translations
of A is the smallest set of unary operations on A that contains the identity map 14 : A — A, a — a, and
all the elementary translations of A, and is closed under the composition.

We call a class of finite Y-algebras a variety of finite algebras, called also pseudo-variety by some
authors, if it is closed under subalgebras, homomorphic images and finite direct products of algebras.
It can be easily seen that the intersection of any class of varieties is a variety. So, for a collection of
Y-algebras C, the intersection of all varieties which contain C is a variety, the variety generated by C.

Now we define trees as terms. Roughly speaking, a tree is a structured object that is branched from a
root which stands in the highest level and every node in the middle is either branched to other nodes or
stands as a leaf. For a formal definition, let 3 be a ranked alphabet and X be any finite alphabet, called
a leaf alphabet. We usually assume X N3 = (). The set of XX -trees, denoted by T(3, X), is defined to
be the smallest set containing 3¢ U X such that f(t1,...,t,) € T(X, X) whenever f € 3, (m > 0) and
ti,... tm € T(X, X). In this formalism the leaves of ¥ X-trees are labelled by symbols from ¥y U X and
the inner nodes are labelled by the symbols in ¥ with non-zero arities. Any subset of T(3, X) is called
a tree language.

The S X-term algebra T(3,X) = (T(X,X),%) is defined by ¢Z&X) = ¢ for any ¢ € %y and
FIEX) (4 b)) = flt,... ty) for all f € X, (m > 0) and ty,...,t, € T(2,X). We note that
7T (X, X) is the free Y-algebra generated by X, i.e., for any algebra A = (A, ¥), any mapping a: X — A
can uniquely be extended to a homomorphism o : 7(3, X) — A. A tree language T C T(X, X) is said
to be recognized by an algebra A = (A, ) when there exist a mapping o : X — A and a subset F' C A
such that T = F(a)™! = {t € T(X, X) | ta™ € F}.

Let £ be a new symbol which does not appear in any ranked alphabet or leaf alphabet considered
here. The set C(X, X) of XX -contexts consists of the ¥(X U {{})-trees in which £ appears exactly once.
For any contexts P,@ € C(3, X) and any tree t € T(X, X), the context P(Q), the composition of P and
@, results from P by replacing the special leaf ¢ with @, and the term P(t) results from P by replacing
¢ with ¢. We note that C(X, X) is a monoid with the composition operation and identity element &.
For a tree language T' C T(X, X)) and context P € C(X, X), the inverse translation of T under P is, by
definition, the set P~Y(T) = {t € T(X, X) | P(t) € T}.

We shall now give a brief overview of the basic theory of varieties of recognizable tree languages that
is the general starting point of this work. Fix ¥ be a ranked alphabet. For a tree language T' C T(X, X),
the syntactic congruence ~* of T [25] is defined by the following for ¢, s € T(%, X):
tal's <= VPeC(S,X)(P(t)eT « P(s) €T).
The relation ~" is indeed a congruence on 7 (3, X). The syntactic algebra SA(T') of T is the quotient
Y-algebra 7 (X, X)/ ~T. A tree language is recognizable iff its syntactic algebra is finite. It can be shown
that SA(T) is the smallest algebra which recognizes T'.

T



A family v = {7V (X, X)} of recognizable ¥-tree languages is a mapping which assigns to every
leaf alphabet X a collection ¥(3, X) of recognizable ¥X-tree languages. A wariety of tree languages
is a family of recognizable tree languages closed under finite Boolean operations (complements, finite
unions, and finite intersections), inverse translations and inverse morphisms. That is to say, a family
v = {¥(X,X)} is a variety of tree languages, if for any leaf alphabets X,Y, tree languages T, T C
T(%, X), homomorphism ¢ : 7(X,Y) — 7(X, X), and context P € C(3, X), if T,T7" € ¥(3,X), then
TE,X)\T,TNT , TUT P~ YT) € #(%,X) and To~! € #(%,Y). Likewise, a generalized family
W ={W (X, X)} of recognizable tree languages is a mapping which assigns to every pair (X, X), where
Y ranges over all finite ranked alphabets and X ranges over all leaf alphabets, a collection # (X, X) of
recognizable ¥ X-tree languages. In [26] Steinby develops a generalized variety theory by introducing the
generalized notions of subalgebra, homomorphisms, and direct products. Thus, generalized variety of tree
languages is a generalized family of recognizable tree languages closed under finite Boolean operations,
inverse translations and inverse generalized morphisms.

The & la Eilenberg variety theorem for trees states that the complete lattice of varieties of finite
algebras (under the inclusion relation) and the complete lattice of varieties of recognizable tree languages
are isomorphic. The isomorphism maps a variety of finite algebras K to the family of tree languages whose
syntactic algebras belong to K (which can be shown to be a variety of recognizable tree languages), and
its inverse maps any variety of recognizable tree languages ¥ to the class of algebras that can recognize
only the tree languages in ¥ (which in turn can be shown to be a variety of finite algebras).

2 Many-sorted variety theorem

Many-sorted algebras have found their way into computer science through abstract data type specifi-
cations. Many-sorted algebras and their specifications in terms of equations or other axioms are the
mathematical fundament of rigorous approaches to abstract data types in programming and specification
languages. Below we briefly review some definitions.

Fix S to be a set of sorts. An S-sorted set A = (Ag)scs is an S-indexed family of of sets; for each
s € 5, Ag is the set of elements of sort s in A. Treating S as an alphabet, S* denotes the set of finite
strings over S, including the empty string e, and ST is the set of non-empty strings over S. An S-sorted
signature ) is a set of operation symbols each of which has been assigned a type that is an element of
S* x S. For any (w,s) € S* x S, let €, s be the set of symbols of type (w,s), and £ may be given by
specifying the non-empty sets €, 5. If f € Q 5, then w is the domain type of f, and s is its sort. In
particular, every element of €}, s, for the empty string e, is a constant symbol of sort s.

An Q-algebra A = (A, Q) consists of an S-sorted set A = (Ag)scg, where Ag # () for every s € S,
equipped with constants and operations as follows:
(1) for each constant symbol ¢ € Q. ¢ of sort s € S, an element cA € A, is specified;
(2) for any function symbol f € Q, ; with w € ST and s € S, an operation fATAY — A, of type (w, s)
is assigned. Here A% = A;, x --- x A, for w =51+ 5m.

For many-sorted algebras, the notions of subalgebra, homomorphism and direct product are defined
in a sort-wise manner [29]. A variety of many-sorted algebras is a class of finite 2-algebras (for a fixed
) which is closed under subalgebras, homomorphic images and finite direct products. For an S-sorted
leaf alphabet X = (X;)ses, the set of (S-sorted) QX-trees is defined in a straightforward way.

In Chapter 2 Magnus Steinby and I have considered varieties of recognizable subsets of many-sorted
finitely generated free algebras over a given variety and varieties of finite many-sorted algebras [20].
A variety theorem that establishes a bijection between these classes of varieties is proved. For this,
appropriate notions of many-sorted syntactic congruences and algebras are needed. Indeed, by developing
a theory of varieties of recognizable subsets of free many-sorted algebras we have generalized the theories
of [24],125] and [1] to the many-sorted case. One crucial stage in this development was a thorough analysis
of translations in many-sorted algebras which required special care in dealing with different sorts.



3 Positive varieties of tree languages

There are some interesting families of tree languages that do not possess all of the closure properties of
varieties. Some of those families are so-called positive varieties of tree languages which are families of tree
languages closed under finite positive Boolean operations (intersections and unions), inverse translations
and inverse morphisms. One example is the family of finite tree languages (note that this family is
not closed under complements). These families can not be characterized by algebras, but there is a
characterization for them by richer structures, namely by ordered algebras. The theory of ordered
algebras is a useful and interesting area in itself, and indeed ordered algebras play an important role in
theoretical computer science.

An ordered ¥-algebra is a structure A = (A, X, <) where (A,X) is an algebra and < is an order on
A compatible with the operations of A; that is to say, for any function symbol f € ¥, (m > 0) and
any ai,...,am,b1,...,bm € A, whenever a; < by,...,am < by then fA(ar, ..., am) < fAb1,...,bn).
We note that any algebra (A, Y) in the classical sense is an ordered algebra (A, ¥, =) in which the order
relation is equality. An order subalgebra of A = (A, X, <) is a structure B = (B, 3, <') such that (B, X) is
a subalgebra of (A4,Y) and <’ is the restriction of < to B. An order morphism between ordered algebras
is an algebraic homomorphism which preserves the orders. Finally, direct products of ordered algebras
can be defined in a straightforward way. A wariety of ordered algebras is a class of ordered X-algebras
(for a fixed ) that is closed under order subalgebras, order homomorphic images, and direct products.
An ideal of an ordered algebra A = (A,%, <) is a downward closed subset I C A4; i.e., if a < b € I then
a € I. A tree language T' C T'(3, X)) is recognized by the ordered algebra A, if for some ideal I and some
morphism ¢ : 7 (2, X) — A we have T = Ip~!. One can prove that for a variety of ordered algebras K,
the family of all tree languages recognized by members of K is a positive variety of tree languages.

The syntactic quasi-order <7 of a tree language T' C T'(X, X)) is defined by the following: for any
t,s € T(8,X), t xp s < (VP € C(%,X))(P(s) € T = P(t) € T). It induces the following
order on the syntactic algebra (7(3, X)/~r,%) of T: t/~T' < s/~T <= t <1 s. The structure
(T(X,X)/=r,%, <r) is indeed an ordered algebra, called the syntactic ordered algebra of T. This is
the minimal ordered algebra which recognizes T'. In [13] Tatjana Petkovi¢ and I have proved a variety
theorem for positive varieties of tree languages and varieties of ordered algebras (Chapter 3). This result
is inspired by Pin’s positive variety theorem [I5] which established a bijective correspondence between
positive varieties of string languages and varieties of ordered semigroups/monoids. We also have extended
the positive variety theorem to generalized varieties.

4 Definability by monoids

Syntactic monoids of tree languages were introduced by Thomas [28], and further studied by Salomaa
[22] and by Nivat and Podelski [11], as a useful structure for studying recognizable tree languages. For
example the variety of aperiodic tree languages were characterized by aperiodic monoids in [28§].

In Chapter 4 a variety theorem that establishes a bijective correspondence between general varieties
of tree languages definable by syntactic monoids and varieties of finite monoids is proved (see also [19]).
This solves a problem which has been open for about a decade [6, 26]. It was already known that any
family of tree languages definable by syntactic monoids is a (generalized) variety of tree languages [26],
though not every variety of tree languages is definable by syntactic monoids; one example is the family
of reverse definite tree languages, cf. [30]. In the same chapter, the classes of algebras definable by
(translation) monoids are characterized.

Let A be a finite algebra. With each translation p in Tr(.4) we associate a unary function symbol p.
Let Ay ={p|p € Tr(A)} be the unary ranked alphabet formed by these symbols and let the A 4-algebra
A2 = (Tr(A), A4) be defined by 54°(¢q) = p(q) for all p,q € Tr(A). In Proposition 4.1.7, I showed that a
class K of finite algebras is definable by translation monoids if and only if K is a generalized variety of
finite algebras and A € K <= A¢ € K holds for any A.



For stating the variety theorem of tree languages and monoids, we need some definitions.

Let T C T(%, X) be a tree language. The syntactic monoid congruence ~* of T on the monoid C(X, X)
is defined by the following for P,Q € C(3, X),

P~TQ < VReC(X, X))Vt € T(S,X)(R(P(t)) € T« R(Q(t)) € T);
and the syntactic monoid SM(T) of T is the quotient monoid C(%, X)/~T. Salomaa proved in [22] that
SM(T') = Tr(SA(T)) holds for any tree language 7.

Let ¥ and 2 be ranked alphabets, and X and Y be leaf alphabets. A tree homomorphism is a mapping
v : T(X,X) — T(Q,Y) determined by a mapping ¢x : X — T(2,Y), and by some mappings, for any
m >0 with X, £ 0, o, : 2y — T(Q, Y U{&1, ..., &n}), where the &’s are new variables, inductively as:
(1) zp = px(z) for x € X, cp = pp(c) for ¢ € ¥y, and
(2) f(t1,-- - tn)e = on(f)[&1 — tip, ..., & — tpyp] for each f € ¥, (n > 1) and any ¢4, ...,t, € T(X, X),
where each §; is replaced with t;¢ (for any ¢ = 1,...,m); cf. [26].

A tree homomorphism ¢ : T(3, X) — T(2,Y) is called regular if for every f € ¥, (m > 1), each
&1, ..,&m appears exactly once in ¢,,(f). The unique extension ¢, : C(X,X) — C(,Y) of a regular
tree homomorphism ¢ to contexts is obtained by setting . () = & (cf. [26], Proposition 10.3). We note
that P(Q)p« = Pp.«(Qps) and P(t)p = Pp.(ty) hold for all P,Q € C(X,X), t € T(3,X). A regular
tree homomorphism ¢ : T(X, X) — T(£2,Y) is said to be full with respect to a tree language T' C T(Q2,Y),
if for every context @@ € C(Q,Y) and every tree s € T(Q2,Y), there are P € C(3,X) and t € T(X, X),
such that Q ~T Py, and s =T ty. It can be shown that for any regular tree morphism ¢ and any tree
language T, SM(T~!) is a homomorphic image of a sub-monoid of SM(T'), and when ¢ is full with
respect to T', the monoids SM(T¢~1) and SM(T') are isomorphic.

Now, the variety theorem (Proposition 4.2.14) for tree languages and monoids [19] is as follows.

A family of recognizable tree languages ¥ = {# (X, X)} is definable by syntactic monoids if and only if
¥ is a generalized variety of tree languages and moreover satisfies the following:

(M1) For any regular tree homomorphism ¢ : T(X, X) — T(€,Y) and any tree language T' C T(Q2,Y),
TeV(QY)=Tp ¥V X);

(M2) For any regular tree homomorphism ¢ : T(2, X) — T(9,Y") which is full with respect to a tree
language T C T(Q,Y), Tl e ¥(X,X) =T € ¥ (Q,Y);

(M3) For every unary ranked alphabet A (i.e., A = A;), and any leaf alphabets X and Y, we have
YCX = 7AY) VA X).

After proving this variety theorem, it turned out that the result of the well-cited paper [12] (published
in 1989) is not correct. That is to say, the family of definite tree languages is not definable by syntactic
monoids or semigroups. A concrete example showing that the “if” part of Theorem 1 of [12] does not
necessarily hold, can be constructed by considering the tree language over a two-letter alphabet, say
{a, b}, which consists of binary trees whose leftmost leaves are labelled with a. One reason for the error
in [12] is the misconception that the syntactic semigroup is the syntactic monoid minus the identity
element; the authors overlooked the possibility that the identity element can be obtained as the product

of non-identity elements (see Example 4.2.2, Remark 4.2.3, and Example 4.3.5 in the thesis).

5 Definability by ordered monoids

Chapter 5 contains the ordered versions of the results of Chapter 4. In particular, it was shown (Propo-
sition 5.2.11) that a (generalized) family of recognizable tree languages is definable by ordered monoids
iff it is a (generalized) positive variety that satisfies the above conditions (M1),(M2),(M3). So, it seems
that dropping the closure under the complements on the language side is equivalent to considering the
ordered version of the (syntactic) structure side (cf. positive variety theorem of [6]).

Also, some interesting families of tree languages have been characterized by algebras and ordered
algebras, which provide some natural instances for the variety theorems of Chapters 4 and 5.



6 Tree algebras

A further syntactic structure for recognizable tree languages is introduced by Wilke [30]. In this formalism
one considers only binary trees that are represented by terms over a signature I' consisting of six operation
symbols involving the three sorts label, tree and context. A tree algebra is a I'-algebra satisfying certain
identities which identify some pairs of I'-terms that represent the same tree. The syntactic tree algebra
of a tree language T is defined in a natural way. Its component of sort tree is the syntactic algebra of T
while its context-component is the syntactic semigroup of 7T'.

Such binary trees can also be defined as terms: with every a € A we associate a constant symbol
ca and a binary function symbol f,. The ranked alphabet ¥4 = Eg‘ U 2‘24 is associated with A, where
Y ={cs|ac A} and ¥4 = {f, | a € A}.

The sets T4 and C 4 of A-trees and A-contexts, respectively, are defined inductively by:

(1) cq € Ty for all a € A, and € € Clu;
(2) fa(s,t) € Tq and fo(p,t), fa(t,p) € Ca for alla € A, s,t € T4 and p € Cy.

Wilke [30] represented binary trees over a given alphabet A by terms over the three-sorted ranked
alphabet I'. This alphabet I' contains operators by which A-trees and A-contexts can be constructed
starting from the label alphabet A. The set of sorts is S = {label, tree, context}. The types (see [29])
of the symbols in the S-sorted ranked alphabet I' = {¢, k, A\, p,n, 0} are as follows:

o ¢ :label — tree, o k:label x tree x tree — tree,
o A:label x tree — context, o p:label x tree — context,
o 7:context X tree — tree, o o :context X context — context.

Binary A-trees and A-contexts are represented by I'A-terms and I'A-contexts, as follows. If s,t € T (A)
represent the A-trees § and #, and p,q € Cr(A) represent the A-contexts p and §, respectively, then for
any label a € A,

o t(a) represents the A-tree cg, o r(a,s,t) represents the A-tree f,(3,1%),
o M a,t) represents the A-context f,(&,%), o p(a,t) represents the A-context f,(t,¢),
O

o n(p,t) represents the A-tree p(f), and o(p, q) represents the A-context p(g).

Any A-tree or A-context is, in general, represented by several I'A-terms or I'A-contexts, respec-
tively. For example, the {a,b}-tree fy(fa(cp,ca),cq) can be represented by both of the I'{a,b}-terms
k(b, k(a,(b),(a)),t(a)) and n(A(b,c(a)), k(a,t(b),(a))).

A T-algebra M = ((My, My, M.),T") consists of (I) a nonempty set M) of elements of sort label, (II)
a nonempty set My of elements of sort tree, and (III) a nonempty set M. of elements of sort context,
and operations

o MM — M, o kMM x My x My — My, o MM x My — M,

o pM M x My — Mg, o n™ : M x My — My, and o oM : Mg x Mg — M,
defined as realizations of the symbols in I'.

Following [30], we call a I'-algebra a tree algebra, if it satisfies the following identities:

o o(o(p,q),r)) = a(p,alq,r)); o n(a(p,q),t) = nlp,n(g1));
o n(Aa,s),t) ~ r(a,t,s); o n(p(a,s),t) = k(a,s,t).
Here, a is a variable of sort label, s,t are variables of sort tree, and p, ¢, r are variables of sort context.
The existence of a variety theorem for these tree algebras was an unanswered question (see e.g.
[6, 7, 26), 130]). It was shown in Chapter 6 that such a variety theorem can not be proved for the class
of tree algebras. Wilke [30] anticipated a variety theorem for label-generated tree algebras (i.e., the tree
algebras M = ((M, Mg, M), T") such that M is generated by Mj). As a matter of fact there is no variety
theorem for these tree algebras either; as the following argument shows (see [21]).
Let A = ({a, b},{t},{p},F) where 4(a) = A(b) = kA(a,t,t) = kA(D,t,t) = n(p,t) = t, and
M(a,t) = M(b,t) = 0 (p,p) = p. Clearly, the algebra A is label-generated. Let K be the variety of



tree algebras generated by {A}. It can be easily shown that every member of K is label-generated, and
the variety of tree languages associated with K has to have trivial languages only (i.e., consists of {0), T4}
for any alphabet A). But this trivial variety must in turn be associated with the variety of trivial tree
algebras; since K contains a non-trivial tree algebra (.A), no isomorphism can be established between
varieties of finite (even label-generated) tree algebras and families of binary tree languages.

In Chapter 6 a variety theorem was proved for reduced tree algebras (which form a subclass of label-
generated tree algebras) and certain families of binary tree languages [21]. I have also proved (in [17, [18])
that free tree algebras over alphabets with at least seven members are affine-complete (i.e., all congruence-
preserving functions of those algebra are obtained as compositions of the constant functions, projection
functions, and Wilke’s functions). This is not true for free tree algebras over two-letter alphabets, and it
is not known whether the theorem holds for alphabets with three to six letters.
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