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Memory Organization
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· The memory unit that communicate directly with the CPU is called the main memory  (Internal memory – fast, expensive) .

· Devices that provide backup storage are called auxiliary memory. The most common auxiliary memory devices are magnetic disks and tapes (External memory – slow, cheap).

· Only programs and data currently needed by the processor reside in main memory.

· The memory hierarchy system consists of all storage devices employed in a computer from the slow but high-capacity to high-speed processing logic.
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Main Memory

· The principal technology used for the main memory is based on semiconductor integrated circuits.

· Most of main memory in a general-purpose computers is made up of RAM chips, but a portion of the memory may be constructed with ROM chips.
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Read Only Memory (ROM)

Typical ROM chip

Types of ROM

· ROM – Programmed when it is manufactured, sometimes called mask programmed ROM (MROM)
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· PROM – (One-time) Programmable ROM
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EPROM – Erasable PROM, 

· can be UV cleared entirely

·  EPROM programmer needed

- old technology

- 20 min to erase

- all cells erased by UV

- has to be removed from socket for erasing/reprogramming

+ high density

+ low cost


mode
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· EEPROM – Electrically EPROM
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+Can rewrite individual bytes (8-bit words)

+Erasing/programming can be done in circuit

– Density and cost
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ROM Applications

· Firmware

· Is in the storage of data and program codes that must be available immediately on power-up of μprocessor systems. μcomputer systems require this so that μprocessor can execute appropriate instructions to initiate the system and invoke an OS from auxiliary memory (bootstrap or booting)

· Microcontrollers systems require a program in ROM to direct their operation when the equipment they control is switched on

· Data Tables

· To store tables of constant look-up data, e.g. trigonometric tables or code-conversion tables

· Auxiliary Storage

· Low cost flash memory is starting to become increasingly popular as an alternative form of auxiliary storage due to its high speed, low power requirements and lack of moving parts.
· Function Generator

· By connecting the outputs of a ROM to a DAC and the address lines to a counter, pre-set voltage functions can be generated.
Random Access Memory (RAM)

· A RAM chip is better suited for communication with the CPU if it has one or more control inputs that select the chip only when needed.

· The block diagram of a RAM chip is shown in Fig 12-1. The two chip select (CS) control inputs are for enabling the chips only when it is selected by the CPU.

Figure  12-1
Typical RAM chip
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(a) Block diagram

(b) Function table

	CS1  CS2   RD   WR
	Memory function
	State of data bus

	   0       0       x       x

   0       1       x       x

   1       0       0       0

   1       0       0       1

   1       0       1       x

   1       1       x       x
	Inhibit

Inhibit

Inhibit

Write

Read

Inhibit
	High-impedance

High-impedance

High-impedance

Input data to RAM

Output data from RAM

High-impedance


· The availability of more than one control input to select the chip facilitates the decoding of the address lines when multiple chips are used in the microcomputer.

· The read and write inputs are sometimes combined into one line labeled R/W.

· The RD and WR signals control the memory operation as well as the bus buffers associated with the bidirectional data bus.

· The block diagram of a ROM chip is shown in Fig. 12-2. The two chip select inputs must be CS1=1 and CS2=0 for the unit to operate. Otherwise, the data bus is in high-impedance state. There is no need for a read or write control because the unit can only read.

· RAM chips are available in two types, static and dynamic.

SRAM
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One cell of SRAM
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· The static RAM consists essentially of internal flip-flops.

· The static RAM is 

+ easy to use 

+ fast

- more expensive than DRAM

- lower capacity than DRAM

- consumes power

Dynamic RAM (DRAM)
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· The dynamic RAM stores the binary information in the form of electric charges that are applied to capacitors. The capacitors are provided inside the chip by MOS transistors.

· The stored charge on the capacitors tend to discharge with time and the capacitors must be periodically refreshing. Refreshing is done every few milliseconds to restore the decaying charge. 
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+ high capacity 

+ low power requirements

+ cheaper than SRAM

-  bit more complex to address than SRAM

-  require specialized circuitry for refreshing

-  slower than SRAM

DRAM Address Multiplexing

· Address multiplexing: to reduce the number of pins required for access

· By adding 2 extra control lines, RAS’ & CAS’, number of required address line pins can be reduced by half, resulting in a significant decrease in package size

· Row Address Strobe, RAS’, clocks the contents of the address pins into the row addr. reg. while Column Address Strobe, CAS’, clocks the address data into the column address reg.

· CPU generates the complete address for the data word it wishes to access and places this on the address bus

· In multiplexed addressing, this complete address must be split into most significant and least significant halves for the row and column decoders, respectively

· This is achieved by feeding the address bus into an n ( n/2 multiplexer and synchronizing the multiplexer select signal, S, with the RAS’ and CAS’ signals
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DRAM Read Cycle
t0: S ( 0: apply row address bits (A0–An/2-1) to DRAM address inputs

t1: RAS’ ( 0: load row address into DRAM

t2: S ( 1: place column addr. bits (An/2–An) on DRAM address inputs

t3: CAS’( 0: load column address into DRAM

t4: After allowing for the DRAM’s access time, valid data from the selected memory cell will then appear at the DRAM outputs
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Write Cycle
t0-t3: same as Read cycle

t4: Data ( DATA IN

t5: R/W’ ( 0

t6: Input data removed from DATA IN

ExpandingRAM Word Size
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Expanding Capacity
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Cache Memory Principles

· Many instructions in Localized Areas of Programs are executed repeatedly during some time period. Remainder of program is accessed infrequently

· The above concept is ‘Locality of Reference’

· Temporal :  The recently executed Instruction is likely to be executed again very soon

· Spatial : The instructions in close proximity to a recently executed instruction are also likely to be executed soon

· There is a trade-off among three key characteristics of memory : cost , capacity and access time.

· Access time (latency) : time it takes to perform a read or write operation. That is , the time from the instant that an address is presented to the memory to the instant that data have been stored or made available for us.

· The cache memory access time is less than the access time of main memory by a factor of 5 to 10.

· The technologies of implementing memory systems have the relationships :

· Faster access time , greater cost per bit

· Greater capacity , smaller cost per bit

· Greater capacity , slower access time

· The cache contains a copy of portions of main memory.
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· When the CPU finds the word in cache, it is said to produce a hit.

· If the word is not found in cache, it is in main memory, miss is produced.

· The performance of cache memory is measured by hit ratio .

hit ratio = hits / (hits + misses)

· Hit ratios of 0.9 and higher have been reported.
· The average memory access time of a computer system can be improved considerably by use of a cache.
Example: A computer with cache access time of 100 ns, a main memory access time of 1000 ns, and a hit ratio of 0.9. This produces and average access time of about 200 ns. This is a considerable improvement over a similar computer without a cache, whose access time is 1000 ns.

· Cache-main memory structure.
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· Main memory consists of 2n  addressable words.

· For mapping purposes , main memory is considered to consists of a number of fixed-length blocks of K words each.

· There are M=2n/K blocks.

· Cache consists of C lines of K words each. C << M

· If a word in a block of memory is read , that block is transferred to one of the lines of the cache.  

· Each line include , a tag that identifies which particular block is currently being stored in cache.

Cache read operation:
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Typical cache organization:
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· When hit occurs , data and address buffers are disabled and communication is only between CPU and cache.

· When miss occurs , the address is loaded onto the system bus and data is loaded through data buffer to both cache and CPU.

· CPU does not need to know whether the word is available in Cache or not.
· CPU issues Read/Write request, Cache control circuitry checks the existence of the word in Cache, If so the necessary operation will be performed
· Elements of cache design :

· Cache size

· Mapping functions : Direct, Associative, Set associative 

· Replacement algorithm :

1. Least Recently Used (LRU)

2. First In First Out (FIFO)

3. Random

· Write into cache policy : 

1. Write through: Cache & Main Memory are updated simultaneously
2. Write-Back or Copy-Back technique 
· The bit in Cache is marked with associated flag bit (called as Dirty or Modified bit)

· The corresponding bit location of Main Memory is modified when the Block containing that dirty bit is getting removed from Cache
· Line size

· Number of caches :

1. Single or two levels

2. Unified or split

· Cache size : we would like the size of the cache to be small enough so that the overall average cost is close to that of main memory and large enough so that the overall average access time is close to that of the cache alone.

Mapping functions  

Direct mapping

· Each block of main memory is mapped into only one possible cache line. The mapping is expressed as :

 i= j modulo m

where:   i= cache line number,  j=  main memory block number, 

             and m= number of lines in the cache.

· Main Memory address consisting of three fields.
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· (w) identifies a unique byte within a block of main memory.

· (s) identifies one of the 2s blocks of main memory.  

· Cache logic interprets the (s) bits as :

      r bits for 2r lines of the cache , and s-r bits for a tag.
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Summery

· Address length = (s+w) bits.

· Number of addressable words = 2s+w
· Block size = line size = 2w words. 

· Number of blocks in main memory = 2s
· number of lines in cache = m = 2r
· Size of tag = (s-r) bits.

· Blocks of main memory are assigned to lines of the cache as follows :

                      Cache line                   Main memory blocks assigned
                             0                            0 , m , 2m , … , 2s-m

                             1                            1 , m+1 , 2m+1 , … , 2s-m+1 

                             .                              .  

                             .                              .

                           m-1                          m-1 , 2m-1 , 3m-1 , … , 2s-1
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Example : Consider the following computer 

· Cache of 64K bytes.

· Data is transferred between main memory and cache in  blocks of 4 bytes each. This means that the cache is organized as 16K=214 lines. 

· Main memory is 16M bytes.
Solution
                  Each line = 4 bytes , therefore ,

                  Block = 4 bytes , Cache = 16K words = 214 lines.  r=14  

                  Block = 4 bytes , therefore , w=2 bits.

                  Main memory =16M bytes , therefore 24-bit address ,

                  Tag size = s-r = (24-w) – r = 8 bits.
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Read (hit)
1. CPU sends 24-bit address.

2. 14-bit line number used to access a line in cache

       3.   If 8-bit tag number matches the tag in cache , the 2-bit byte is read  

Read (miss)
       1.  CPU sends 24-bit address.

2.  14-bit line number used to access a line in cache.

  3.  If 8-bit tag number does not match the tag in cache , the 22 bits used

       to fetch a block from main memory.

Advantages of direct mapping :
     Simple and inexpensive to implement.

Disadvantages of direct mapping :
Fixed cache location for any given block. Thus, if a program references same line in two different blocks repeatedly, then the blocks will be swapped continually and the hit ratio will be low. This is called thrashing.

Associative Mapping
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· No field in the address to line number.

· Address length = (s+w) bits.

· Addressable units = 2s+w bytes.

· Block size = line size = 2w bytes.

· Number of blocks in main memory =2s
· Number of lines in cache = undetermined.

· Size of tag = (s) bits.

Advantages :  Flexible.

Disadvantages :  Complex circuit required to examine the tags of all cache  lines in parallel. 

VIRTUAL MEMORY
· Virtual memory is a concept used in computer system that permit the user to construct program as though a large memory space were available.

· A virtual memory system provides a mechanism for translating program generated address into correct main memory locations.

· Virtual address: the address that issued by the processor.

· Physical address: the address in main memory.
· Memory Management Unit (MMU) translates the Virtual Addresses into Physical Addresses
Address Mapping Using Pages
· To simplify mapping, physical memory is broken down into groups of equal size called blocks, block is  2 K to 16 K Bytes in length.
· Programs and data are divided into pages. The size of the page equals the size of the block.

· The  following figure shows the mapping of virtual address to physical address.
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· Consider a computer with an address apace of 8k and memory space of 4K. If we split each into groups of 1K words we contain eight pages and four blocks as shown.

· Address space = 8K = 213   and Memory space = 4K = 212
· Virtual address is considered to be represented by two numbers: a page number address and a line within the page.

· In our example a virtual address has 13 bits. Each page consists of 210 words

· The organization of the memory-mapping table in a paged system is shown below:
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· The address in the page table denoted the page number and the content of the word gives the block number where the page is stored in main memory.

· A presence bit in each location indicates whether the page has been transferred from auxiliary memory into main memory.

· If the presence bit is 0, it signifies that the contents of the word referenced by the virtual address dose not reside in main memory. 

· The operating system is informed to fetch the required page from auxiliary memory into main memory.

Paging

· Paging is a memory allocation technique where the concept of virtual memory can be implemented.
· Each Virtual address is interpreted as Virtual Page number + Offset

· Offset specifies the location of particular word or Byte within a page

· PAGE TABLE contains the location of each page in Main Memory

· This includes the Main Memory Address where Page is stored and current status of page 

· Main Memory area which holds one page is called Page Frame

· Starting address of Page Table is kept in PAGE TABLE BASE REGISTER

· Each entry into page table also includes control bits which store the status of page

· Ideally Page Table should be kept into MMU

· As Page Table is large and hence kept in a Main Memory Unit

· Small portion of Page Table can be kept into MMU 

·  That small portion is called as TLB (Translation Look-aside Buffer) which is CACHE 

· TLB contains most recently accessed pages

Address Translation Steps in Paging
1. Given a Virtual Address, the MMU looks in TLB for the referenced page

2. If the Page table entry for this page is found in the TLB, the physical address is obtained quickly

3. If there is a miss in TLB, the required entry is obtained from Page Table in Main Memory 

4. TLB is updated

5. When page is not found in Main Memory then PAGE FAULT is said to have occurred
6. If page fault occurs and main memory is full, it would be necessary to remove a page from main memory for the new page.

7. Two of the most common replacement algorithms used are the first-in-first-out (FIFO) and the least recently used (LRU).
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