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3.1 Origin of the Decomposition Method

The notion that a series of observations is composed of separate unobserved components was already important in the calculation of planetary orbits by the 17th century astronomers. The adoption of the model of unobserved components and separate periodicities in meteorology was important for the development of the decomposition method in economics. Eventually, this method became more common in economics during the 19th century.

One of the first writers to state clearly the assumptions of unobserved components was Persons (1919). He is usually cited as a pioneer in the field of systematically identifying the four types of fluctuations in time series as trend, cycle, seasonal and residual variation. As more sophisticated statistical techniques and computation abilities were developed, more attention was given to the technical methods rather than the reasons for using them. Nevertheless, it laid the foundation for the development of forecasting tools like the leading indicator approach. This study will go on to review the development of such a forecasting method to substantiate its use in the later chapters.

3.2 Methods of Forecast

According to Fielder (1991), forecasting methods can be categorized as 2 major methods: macroeconometric and eclectic judgment. The former uses models that contain long series of multiple regression equations fitted together. Inputs are purely quantitative. The latter uses every method, every relevant piece of information be it quantitative or qualitative. This study uses eclectic judgment as a general method of forecast.

The two methods share some similarities. They both use the same basic framework as most key relationships are considered. They may also use the same feedback loops. They are also similarly based on historical relationship.

The differences are that macroeconometric uses mainly quantitative data and has more detailed projections. It measures the magnitudes of relationships whereas the eclectic judgment method measures the direction of changes. Macroeconometric relies much more on sophisticated machines and the researcher is forced to use average relationship for the entire period considered. Whereas eclectic judgment method uses feedback loops in a more flexible way. It utilizes the same input data more indirectly and uses cyclical indicators and anticipation surveys more explicitly. Researchers may even choose to ignore certain periods in their forecasts.  

While the leading indicator approach is so well regarded that it could be classified as a third methodology, Fielder classified it under eclectic judgment. The crux of the literature review will mainly focus on the theoretical development of the leading indicators method. 

3.3 Theoretical Framework

The development of leading indicators (hereby denoted as LEI: leading economic indicator) as a forecasting tool can be traced from Figure 3.1, as summarized by the writer. The diagram highlights some significant progress of LEI since the emergence of business cycle theory in 1913 to the modern era. The development can be broadly categorized into 3 major stages: business and growth cycles, emergence of the LEI approach and current research.

Figure 3.1 Theoretical Framework

(Summarized by the writer)







3.4 Business and Growth Cycles

Without the view that market-oriented economies experience business cycles within which repetitive sequence occurs, the LEI approach would fail to stand. Wesley Mitchell pioneered the development of the business cycle theory in 1913. Subsequent work by Burns and Mitchell (1946) redefined it as follows:

Business cycles are a type of fluctuation found in the aggregate economic activity of nations that organize their work mainly in business enterprises: a cycle consists of expansions occurring at about the same time in many economic activities, followed by similarly general recessions, contractions and revivals that merge into the expansion phase of the next cycle; this sequence of changes is recurrent but not periodic. In duration business cycles vary from more than a year to ten or twelve years; they are not divisible into shorter cycles of similar character with amplitudes approximating their own.

The growth cycle is simply a trend-adjusted business cycle. Moore (1983) found that growth cycle downturns occur sooner and more frequent than business cycle downturns. This finding implies that the latter may be foreseen by observing the movement of growth cycles. More importantly for this study, it implies that cyclical components can be used effectively as a forecasting tool for yet another set of cyclical fluctuations.    Other results by studies at the National Bureau of Economic Research (NBER) revealed that LEI have better records of forecasting growth cycles than forecasting business cycles. Also, the ratio of coincident indicators to lagging indicators is a measurement of imbalance in the economy. This ratio is a leading indicator of growth cycles. Results also show that growth cycles are closely related to rates of inflation. Perhaps the most supportive point for this study was that NBER also found that indicators behave much the same way in relationship to growth cycles in other industrial countries as they do in the U.S. This substantiates the use of the approach in countries beyond the U.S., and reduces the doubt of applying the LEI approach in a smaller industrial country like Singapore.

There are many more recent works to account for the existence of business cycles. For example, Zarnowitz (1997) found that business cycles are fairly well defined yet they have no generally accepted explanation. The lack of consensus on the explanation of business cycles may seem like a flaw, however it is partly due to such flexibility in explanation and application that drove its widespread use.  

Romer (1999) analyzed changes in American business cycle over the twentieth century and suggested that the macroeconomic policy after World War II can account for both the continuity and the changes in business cycles. Although macroeconomic policy may be the influencing factor over business cycles, it is not clear if it is the sole driving factor. Hence this study will take into account both macro and microeconomic factors in explanation of cyclical fluctuations.

King and Robello (2000) explained the basic real business cycle model and showed that large technology shocks are required to produce realistic business cycles. While researchers are discovering the characteristics of realistic business cycles, this study will not venture into the field of discussing the realism of an identified cycle.  

3.5 Emergence of the LEI Approach

Based on the working definition of business cycles, the LEI approach finds repetitive sequence, explains it and uses it to identify and forecast emerging stages of the current business cycle. The following text traces its development and criticisms.

In 1937, NBER statistically classified 487 economic time series in response to the recovery from the 1937 recession. A list of leading indicators was produced, but not an index. Through the 1930s and 1940s, economists at NBER relentlessly developed a system of leading, coincident and lagging indicators. Based on these efforts, Moore (1950,1955) expanded the development into more extensive series of indicators.

The LEI approach did not develop without academic challenges. Koopmans (1947) in his celebrated critique “Measurement Without Theory” questioned the ability of the LEI approach to lead to inferences about the probable effects of stabilization policies. He argued that: 

· An approach based solely on statistical regularities has no carryover to any phenomena other than the ones that have been examined statistically. 

· The approach will not lead to inferences about other forecasting approaches. 

· Neither can one infer about the potential value of new indicator series.

· Nor about how changes in the structure of the economy might affect indicators. 

These arguments challenge the scope of applying the approach by doubting that phenomena beyond regularities can be explained using the LEI approach. It is also a limitation of the LEI that the validity of a set of indicators must be checked regularly to ensure the nature of the indicators have not changed due to changes in the economic environment.

Koopmans did not insist his preferred econometric model approach would be more accurate, but that it could assist policy makers in a way that LEI approach could not. This paper motivated future effort to rationalize the LEI approach.

In a research programme by NBER that started in 1973, new business cycle chronologies were constructed for each of 11 selected countries using the concept of growth cycle. Results showed that economic indicators selected on the basis of U.S. experience perform in a similar way in many other countries. This was a boost to the validity of applying the LEI approach beyond the U.S. to the rest of the world. It also sped up the development of the approach with its wider application range.

Thereafter, new developments emerged in the field of business cycles and LEI. However the methods used to construct indices remained largely unchanged. Lahiri and Moore (1991) classified subsequent research on LEI into 3 broad categories:

· Development of new concept and method to rationalize or test existing systems of indicators.

· Appropriate methods to evaluate forecasting record of LEI.

· Development of new indicators around the world.

What follows is a summary from Lahiri and Moore (1991) of each category of research with noteworthy pieces presented in detail.

3.6 Rationalization of the LEI Approach

Following Koopmans’ (1947) critique on LEI approach, De Leeuw (1989) offered some explanations on why a variable leads. There was a need to discover theoretical foundations for LEI so that inferences about related topics can be made. De Leeuw offered 5 rationales and their limitations:

1. Production time: New orders lead production if producers simply wait before orders come in before beginning production. However cases are less clear if demand is expected. Should a producer base his production level on expected orders received, instead of producing based on the number of new orders received, new orders may not lead production as well as in the latter. Hence anticipation on the producer’s side will make this rationale less convincing.

2. Ease of adaptation: Easily adaptable variables that can change with low transitional costs may be used to absorb fluctuations in production, therefore reflecting the fluctuations well. An example is to increase overtime hours worked to increase production, rather than to hire more workers. The former is a variable that is more easily adaptable than the latter and hence will reflect fluctuations in production better. Again, cases are less clear if changes in demand are expected. In a case where changes in demand are anticipated, it is not clear whether a producer can change his relevant production variables early enough. The ability to do so will diminish the role of easily adaptable variables in reflecting fluctuations in production. For example, a producer who anticipates less demand in the future may choose to lay off workers now, hence overtime hours may become less significant in reflecting fluctuations in production. There may also be different implication for supply-initiated changes.

3. Market expectations: Variables like stock prices are especially sensitive to changes in market expectations. These sensitive variables may make good leading indicators.

4. Prime movers: LEI may represent the forces fundamentally responsible for short-run economic fluctuations. However this rationale must be treated separately from the first three, as it is more uncertain and hard to combine.

5. Changes-versus-level: Changes in time-series are leading indicators of levels. This rationale must be separated from the rest as it is based on statistical analysis rather than economic theory.

De Leeuw’s rationales are considered in the selection of potential indicators in the chapters to follow. His explanations are vital to the theoretical soundness of the LEI approach, and can be seen as an apt rebuttal to some points within Koopman’s critique. 

To improve the robustness of LEI approach, Fielder (1991) offered some criteria for selection of indicators:

· It must conform well to the business cycle.

· It must show consistent timing pattern.

· Its cyclical timing must be economically logical.

· Data must be collected and processed in a statistically reliable way.

· Month-to-month movements must not be too erratic.

· The series must be published on a reasonably prompt schedule, preferably within a month.

Fielder set goals that would be ideal to achieve within the collection process but did not specify how they should be attained. For example, a statistical reliable way is also subjective in its reliability depending on the statistical test performed. Perhaps these criteria can be better deemed as reasons to develop composite indices. 

Because no individual time series can pass these standards totally, composite indices constructed from the best indicators are used. They smooth out the volatility of the individual indicators and produce more reliable signals. However they may still retain some erratic movements. In this study, composite indices used in the later chapters are the leading diffusion index and the leading composite index. Fielder’s criteria for selection of indicators play a more practical role in motivating the use of composite indices.

Fielder argues that LEI approach is the best system for near-term forecast (coming half year) although it is hard to use due to short effective leads. Awareness of this point prompted this study to adopt near-term forecast in Chapter Five.

Rebuttals to Koopman did not just come from De Leeuw. There are many other papers written to rationalize the use of the LEI approach. Neftci
 found that the LEI approach captures an aspect of real life which econometric or time series model misses. While this was already assumed from the dual use of both quantitative and qualitative data in the LEI approach, Neftci academically legitimized this strength of the approach. Fielder’s indirect advocacy of the use of composite indices also had no lack of supporters. Sargent and Sims (1977), King, Plosser and Robello (1988) researched on macroeconomic dynamic factor models to suggest a theoretical foundation for coincident and leading index construction. With macroeconometric and eclectic judgment traditionally seen as opposing methods, it is interesting to see how researchers make use of a product from one’s lineage (the dynamic factor model) to develop supporting theory for the other’s (composite indices). The distinction between purely quantitative and judgmental methods blurred for the better as Stock and Watson
 found that comovements in many macroeconomic variables have a common element that can be captured by a single underlying unobserved variable (Lahiri and Moore, 1991). By this time, the lack of theoretical foundation of the LEI approach has become less of an issue. The dynamic and flexible approach was too useful to be compromised, and a more important issue turns out to be the refinement of the LEI approach.

Although the more complicated refinements of the LEI approach are not applied in this study, it is useful to highlight some of the progress for future consideration. The following text will focus on some researches that contribute to the early detection of turning points. 

Wecker (1979) used Monte-Carlo simulation to repeatedly generate future paths of time series. This method predicts the date on which a turning point is likely to occur. Kling (1987) extended the above to “debias” the probability assessment. This improvement could save researchers from data mining, which may be a temptation to improve results through obtaining more input regardless of relevance. Should data mining occur, there might be many false signals manifesting as extra turning points. Zarnowitz and Moore (1982) reduced the chances of such occurrences by developing a “growth rate rule”. The rule could be used to signal recession and filter false signals. While Wecker forecasted dates that turning points occur, Neftci (1982) developed the calculation of the probability of turning point occurrence. Neftci used time series analysis and optimum stopping theory to calculate the probability of a cyclical turning point, although the likely dates were not predicted. Hence Wecker and Neftci’s methods could complement each other by forecasting both the date and probability of a turning point occurring. With this possibility, the application of the methods to other economic series was questioned. Niemira
 extended Neftci’s work and showed that the probability method was useful in forecasting turning points for international economic series. This widened the scope of application for Neftci’s probability test.     

3.7 Appropriate Methods to Evaluate Forecasting Record of LEI

With improving methods, researchers also evaluated past forecasting records of the LEI approach. From Table 3.1, it is clear that the application of the approach has achieved mixed results. 

Table 3.1 Forecasting Records of LEI

	Mcnees

	Shows that cyclical forecasts for 1973-82 had serious flaws, overoptimism was found during a recession.

	Silver

	Creates leading indexes for peaks and troughs respectively, improves the ability of the leading indexes to predict historical TP.

	Renshaw

	Shows superiority of consensus approach to differentiate between poor, medium, and super growth years for real GDP.

	Layton

	Supports that Australia’s economy is led by cyclical fluctuations in the U.S. economy.

	Moore and Zarnowitz

	Shows how a particular definition of recession leads to unwarranted results. Recessions would be over before they could be identified.

	Roth

	Evaluates LEI of inflation and finds that the composite indexes pass their tests quite impressively.


It must be noted, however, that the varying degree of flexibility in the approach exercised by the researchers cannot allow objective comparison of accuracy across the researches reviewed. Despite this, lessons can still be learned from the review. It may be inferred from the cases that overoptimism can result in propagated serious flaws and should be carefully avoided. It is also possible to infer that the use of composite indices is generally reliable and effective.

3.8 Development of New Indicators

The development of more sophisticated methods for the LEI approach, as well as the reliable historical performance of some indicators motivated many researches in the development of new indicators.

The applicability of the approach is wide, stretching across various financial markets and international economies. For commodities and futures, Boughton and Branson
 showed that commodity prices would not lead future prices in the presence of unaccomodated money supply, unless reliable information is known about the nature and effect of the shock. For the bond market, Dasgupta and Lahiri
 argue that information about future inflation extracted from the bond market should be included as a component in a composite indicator of inflation. These are but some examples of the approach applied in financial markets. 

While the applicability of the LEI approach across different financial markets is important, it is even more so for its feasibility across international economies for wider acceptance and use. Past researches applying the approach in countries beyond the U.S. point to a feasible path. For Australia, Boehm
 found that a leading index for Australian service sector foreshadows the sector’s economy, just as the overall leading index foreshadows the total economy. On a larger geographical influence, Dumas (1994) found that the leading indicators 

put together by Stock and Watson (NBER working paper no. 4014, 1992) as predictors of the U.S. business cycle also predict stock returns in the U.S., Germany, Japan and the U.K. 

In Singapore, the LEI approach has also taken root and is predominantly studied by the Ministry of Trade and Industry, and the Centre for Business Research & Development, Faculty of Business Administration, National University of Singapore. Local researchers have also identified many sets of indicators for their respective study interests.

Building on the theoretical foundation from past researches, this study will try to apply the LEI approach in coming up with forecasting models for the pharmaceuticals industry. The following chapter will explain the data and methodology used.

Since 1973, NBER underwent programmes to show that indicator approach is applicable in other countries besides the US.





New concepts and methods developed to rationalize/test existing system of indicators





Examples include:





1989, De Leeuw supplied theoretical basis for leading indicators





Other significant work to provide theoretical foundations by:


Neftci


Sargent and Sims


King, Plosser and Rebello


Stock and Watson


And etc.





Research on Macroeconomic dynamic factor models also provided theoretical support.





1913,Wesley Mitchell pioneered Business Cycles





Examples include:





McNees discovered serious flaws in cyclical forecast record.





Zarnowitz and Moore developed “growth rate rule”.





Probability method for forecasting turning points developed by:


Neftci


Niemira


Wecker


Kling





Examples include:





Boughton and Branson studied commodity prices.





Dasgupta and Lahiri suggested new components for CI of inflation





Boehm explored indicators for Australian service sector.





Dumas extended studies on the predictability of stock returns





More appropriate ways to evaluate forecasting records of indicator approach





Development of new indicators





Moore extended the effort towards more extensive series, 1950, 1955





1947, Koopmans criticized approach of NBER in “Measurement Without Theory”





1930-1940s NBER developed system of indicators





1946, Business Cycles redefined by Burns and Mitchell
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