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TIMING CLOSURE METHODOLOGY

1. Field of the Invention

This invention relates generally to the field
of integrated circuit design and more specifically
to a methodology for meeting timing constraints in

the design of digital circuits.

2. Background of the Invention

In designing electronic circﬁits and systems,
- computer—-automated deéign systems are used for
defining and verifying various prototype circuit
configurations. As part of the circuit definition,
delay constraints are specified by the circuit
designer. These delay constraints should be
satiSfied when the prototype circuit is fabricated.
In conventional approaches to circuit design,
the following steps are typically performed:
(1) the load capacitance for each cell in the
circuit is estimated using a fanout-based
model;
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the size of each cell is set to optimize
timing of the circuit;

the cells are placed, and the net (wire)
lengths of the circuit are estimated;

the wires are routed; and

final analysis is made to determine
whether timing closure (i.e., satisfaction

of timing constraints) is achieved.

In step (2), the sizes of cells within the circuit

are chosen and held constant once chosen. The

placement algorithm used thereafter will assign

different net lengths between cells, and these

lengths have conventionally been difficult to

predict prior to placement.

been estimated prior to placement by use of an

estimation function or table which gives the load

While net lengths have

value of a net based on the number of fanout gates,

this estimation function is usually inaccurate.

This difficulty in accurately predicting net

lengths leads to unpredictable delay effects after

cell placement occurs. For example, some nets turn

out to be longer in length than expected. These

VAN GINNEKEN

2 Atty Docket #238258

TIMING CLOSURE METHODOLOGY



v

PROPRIETARY CONFIDENTIAL INFORMATION -
OF M A DESIGN AUTQMATION, INC.

longer nets cause longer delays which prevent
satisfaction of timing constraints in the digital
circuit. Thus, under the conventional design
approach, timing closure is not certain until after
placement;

Failure to achieve timing closure after
placement leads to additional expenses and other
problems for the designer. To correct for failure
to achieve timing closure, the designer has the
option of fixing the design manually, which is
difficult and time consuming because the
automatically optimized digital network is not easy
to understand. As a second option, the designer
may change the Hardware Description Language (HDL)
specification and repeat the design process.
However, timing closure will again not be’certain
until after placement. Thus, the design process
must agaiﬁ be repeated before the designer can
determine if the HDL specification changes were
successful in enabling timiﬁg closure.

A common method for dealing with inaccurate net

load estimates is by estimating the net load at a
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considerably larger value than typically estimated.
Although this method increases the probability of
meeting timing constraints after placement, it
causes the sizes of the gates to be considerably
larger than necessary. Gates which are larger than
the necessary size are wasteful in both silicon
area and power consumption. This leads to chips
which are larger, more expensive to produce, and
use more electrical power tﬁan necessary.

Another problem with the conventional circuit
design approach concerns the timing analysis
required during optimization and durihg placement.
The timing analysis performed throughout the
conventional circuit design process is very time
consuming, and accounts for most of thé run time of
a conventional circuit design system.

A further disadvantage of the conventional
design approach relates to the net length
modifications performed by the placement program.
Depending on the location chosen for each gate,
each net length may be modified. As each net

length is modified, the capacitive load of the net
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will change. As a result, the delays of the gates
driving the net will change. Therefore, the
delays, which were carefully optimized during the
logic desigﬁ, are very different in value after
cell placement, thereby contributing to poor
network optimization.

Additionally, most of the progress in the state
of the art for diéital éircuit design can be
characterized as increased integration which has
led to increasingly complex software systems which
are slow, and difficult to_design and maintain.

A further disadvantage with conventional design
approaches is in the difficulty of iterating
between placement and sizing, since the logic
synthesis program is often operated by the logic
désigner who also wrote the HDL specification, but
the placement program is often operatedbby the
silicon chip manufacturer, after the design is
‘complete.

One proposal has been made to keep delay
constant while expressing size as a linear function

of the gate load. See, J. Grodstein, E. Lehman, H.
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Harkness, B. Grundmann, and Y. Watanabe, “A Delay
Model for Logic Synthesis of Continuously-Sized
Networks”, Digest Int. Conf. On Computer Aided
Design, pp. 458-462, San Jose, CA Nov. 5-9, 1995.
Under this proposal, as the gate load changes, the
gate size automatically grows sufficiently to hold
the delay constant.

The constant delay model has been proposed in a
maéping algorithm. ’Sée, E. Lehman, Y. Watanabe, J.
Grodstein, and H. Harkness; “Logic Decomposition
During Technology Mapping”, Digest Int. Conf. On
Computer Aided Design, pp. 264-271, San Jose, CA
Nov. 5-9, 1995. However, this proposal does not
provide a good method for choosing the constant
delays and, in addition, it only applies the
constant delay model to mapping.

Similarly, the constant delay model is proposed
for fanout optimization. See, K. Kodandapani, J.
Grodstein, A. Domic, and H. Touati, “A Simple
Algorithm For Fanout Optimization Using High
Performance Buffer Libraries”, Digest Int. Cénf. On
Computer Aided Design, pp. 466-471, Santa Clara,
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Nov. 7-11, 1993. While the ébove—mentibned
references note the importance of the constant
delay model, they do not note the importance of
gain, also termed “electrical effort”.

In Sutherland and R. Sproull, “The -Theory of
Logical Effort: Designing for Speed on the Back of
an Envelope”, Advanced Research in VLSI, pp. 3-16,
University of California, Santa Cruz, 1991, the
‘delay is noted as being dependent on gain. A size
independent formplation of the delay optimization
problem is also presented, but the solution is
intended for use as imprecise, scratch-pad type
calculations, and not part of an overall
integrated, automated solution to cell placementAih
the design of integrated circuits. In V. Kumar,
“Generalized Delay Optimization of Resistive |
Interconnections Through an Extension of Logical
Effort, Proc.AInt. Symp. On Circuits and Systems,
1993, vol. 3, pp. 2106-2109, Chicago, IL, May 3-6,
1993, the methods above are used to analyze long

wires with a significant amount of RC delay.

VAN GINNEKEN 7 Atty Docket #238258
PIMING CLOSURE METHODOLOGY



PROPRIETARY CONFIDENTIAL INFORMATION -
OF ? A DESIGN AUTOMATION, INC.

In U.S. Patent No. 5,654,898, a method and
apparatus for determining an integrated circuit
layout is-shown and described whereby timing-driven
buffer sizing is performed to satisfy timing
requirements. However, this solution. also relies
on imprecise calculations and does not teach or
suggest an overall integrated, automated solution
to cell placement in the design of integrated
circuits.

What is needed and what has been invented is a
method and apparatus for overcoming the foregoing
deficiencies, and for maintaining timing closure
upon placement and routing of the digital circuit

or network.
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Summary of the Invention

The present invention broadly provides a method
for designing an integraﬁed circuit layout baséd
upon an electronic circuit description and by using
a cell library containing cells that each have an
associated relative delay value, comprising the
stepé of:
| (a) selecting a plurality of cells that are
intended to be coupled to each other with a
plﬁrality of wires and that can be used to
implement the digital circuit based on the
electronic circuit description;

(b) determining an initial intended location
of each of the selected plurality of cells on the
integrated circuit, the step of determining the
initial intended location of each of the selected
plurality of cells including the step of
determinihg an initial intended area of each of the
selected plurality of cells, the initial intended
area of at least some of the selected plurality of
cells being determined using the associated

relative delay value of the selected cell and the
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initial intended lengths of some of the wires
coupled to the selected cell;

(c) finalizing the location and area of each
of the selected plurality of cells and the lengths
of the wires; and .

(d) routing the digital circuit to generate
the integrated circuit layout using the finalized
locatioﬁ and area of each of the selected plurality
of cells and the finalized wire lengths.

The present invention makes possible an
advantage of facilitating the maintenance of timing
closure throughout the design process. The
invention makes possible another advantage of
compensating for the unpredictable delay effects
due to the placement and routing steps in the
design process.

still another advantage made possible by the
invention is the avoidance of costly timing
analysis of conventional approaches. In contrast,
timing'analysis is required during placement and

throughout the conventional design process.
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The following are also made possible by the
inﬁention by establishing circuit area, instead of
timing, as an optimization objective. First,
excess circuit area which is formed in one module
can be compensated in another module.. In contrast,
excess timing in one module cannot generally be
compensated by anothe; module. Second, area 1is a
measurable parameter when comparing two different
circuits. In contrast, it is difficult to compare
two circuits for performance advantages, based on
timing, since timing may be different for every
circuit path. Third, if circuit area is
‘established as a constraint, then routing

completion is not guaranteed to be achieved.
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Brief Description of the Drawings

Fig. 1 is a schematic diagraﬁ of a host
computer systém which is capable of implemehting
the present invention;

Fig. 2 is a sghematic circuit diagram of a
combinational network which can be designed by the
computer system of Fig. 1;

Fig. 3 is a scﬁematic circuit diagram of a
seéuential network which can be designed by thé
computer system of Fig. 1;

Fig. 4 is a flowchart describing a method of
the present invention;

Fig. 4A is a schematic diagram of a real, non-
ideal inverter;

Fig. 4B is a schematic diagram of a NOR gate;

Fig. 5 is a flowchart describing a method of
mapping; |

Fig. 6A is a schematic diagram of a portion of
a circuit shown for discussion of “arrival” time
calculations;

Fig. 6B is a schematic diagram of the circuit

of Fig. 6A shown with its next circuit stage;

VAN GINNEREN 12 Atty Docket #238258
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Fig. 6C is a schematic diagram of ﬁhe circuit
of Fig. 6B shown with its next circuit stage;

Fig. 7A is a schematic diagram of a gate chain
with four levels of logic;

Fig. 7B is a schematic diagram of the gate
chain in Fig. 7A after transformation wherein the
number of levels of logic is reduced;

Fig. 8 is a flowchart describing a method of
buffering according to the invenﬁion;

Fig. 8A is a schematic diagram of a portion of
a digital circuit wherein buffers are inserted to
optimize network area;

Fig. 9 is a schematic diagram of a portion of a
, digital circuit shown for describing a method for
stretching and compressing of gate delays;

Fig. 9A is a graph showing thevrelationship
between the gate gain Cout/Cin and the gate delay D;

Fig. 9B is a flowchart describing a method for
étretching and compressing gate delays according to

the present invention;

VAN GINNEKEN 13 Atty Docket #238258
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Fig. 10A is a schematic block diagram of a
logical hierarchy of a network according to the
invention;

Fig. 10B is a schematic block diagram of a
physical hierarchy of a-network transformed from
the logical hierarchy of Fig. 10A;

Fig. 10C is a partial "top elevational view of a
plurality of “buckets” wherein'cells are placed
inside the buckets; and

Fig. 11 is a partial perspectiVe'view of two
‘wires in a net shown for describing adjustment of
capacitive load values to control timing

constraints after routing.
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Detailed Description of the Invention

Those of ordinary skill in the art will realize
that the following description of the present
invention is illustrative only and not in any way
limiting. Other embodiments of the invention will
readily suggest themselves to those skilled in the
art.

Referring in detail noﬁ to the drawings wherein
similar parts or steps of the present invention are
identified by like reference numerals, there is
seen in Fig. 1 a schematic diagram of a host
computer system 100 which is capable of
implementing the present invention. The host
computer system 100 preferably includes a computer
105, a display 110, a printer 115 and a plotter
120. The computer 105 is typically a personal
computer or workstation. The display 110 displays
both grapﬁical and textual materials relating to
the design of integrated circuits. Also included
in the computer system 100 is a keyboard 130 and a
pointing device 135 such as a “mouse”. When

operating with software tools used in integrated

VAN GINNEKEN 15 | Atty Docket #238258
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circuit design, the computer system 100 essentially
becomes a series of electronic circﬁits for
accomplishing specific design functions. One
example of such software tools is thé Aguarius
which is commercially availabie from Avant!

Corporation of Fremont, California.

Fig. 2 shows a portion of a typical integrated
circuit 150 which can be designed by the computer
system 100 (Fig. 1) and which is. provided as
additional background material for understanding
the present invention. The digital circuit 150
comprises a plurality of gates, including gates i,
j, and k. The gates can be combinational gates
whose function is represented as Boolean expression
based on, for example, the operators AND, OR and
NOT.. The gates can also be registers.

Each gate (e.g., gate Jj) has one or more input
155 and a single output 160. The gates in the
cifcuit 150 are coupled together by a plurality of
nets.  For example, the gate i has a first input

connected to a net 165a and a second input
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connected via net 165b to the output of the gate k.
Thé gate j has a first input connected via net 165c
to the output of gate i, a second input connected
to the net 165d, and an output connected to the net
165e.

Gates whose outputs are connected to the inputs
of a gate are collectively called the “fanin” of
’the latter gate. Thus, the gate k is in the fanin
of the gate 1i. Gates whose inputs are connected to
the output of a gate are collectively called the
“fanout” of ﬁhe latter gate. Thus, the gate j is
in the fanout of the gate 1.

The digital circuit 150 performs a logic
function by processing digital binary input data in
a number of cycles. The input data is presented to
the digital circuit 150 at the primary inputs 170,
and the result of the computation of the digital
circuit function is presented‘at the primary
outputs 175. Typically, the‘computation of the
digital circuit function requires one or more

cycles. During each cycle, the gate functions are
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calculated, and the calculation results are stored
in registers for use in the next cycle.

The circuit 150 of Fig. 2 is knéwn as a
combinational network. Fig. 3 is a schematic
diagram of a sequential network 180 which can also
be designed by the computer system 100 (Fig. 1).
In the sequential network 180, the feedback loops
typically include at least one register. For
exémple, the feedback loop 182 includes the

register 184.

Fig. 4 is a flowchart describing an overview of
the automated method of the present invention that
is implemented using a computer program containing
sequences of instructions that implement each of
the various steps described hereinafter. The
automated program thus implements a method that
includes the following steps below. It is noted
further that in the flowchart of Fig. 4, each of
the steps has its own distinct computer
instructions (i.e., each of the steps 200-230

comprises further steps). 1In step 200, a netlist

VAN GINNEKEN 18 Atty Docket #238258
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generated by synthesis (or other circuif
description) is read. 1In step 205, structural
optimizations are performed to reduce the number of
connectionsvin the digital circuit, while
maintaining the overall circuit function.
Additionally, library analysis 207 of library 209
may be performed during, Or prior to, step 205. As
discussed .in further detail below, during the
library analysis 207, the delay is determinéd for
~each gate to be used in the digital circuit. 1In
step 210, the digital circuit is mapped to the
library 209 of cells. 1In step 215 buffers may be
added as‘an option to the digital circuit to
optimize the circuit area. In step 220,
wstretching” and/or “compressing” of gate delays
may be performed to assist in satisfying the
éredetermined timing constraints and to optimize
the network area. In step 225, cell placement
occurs, during which the size of a cell is
determined to maintain the constant cell delay
characteristics according to the present invention.

In step 230, network routing is performed, and the

VAN GINNEKEN 19 Atty Docket #238258
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net load of a cell may be adjusted to further
tradeoff between timing constraints and circuit
area. After step 230, the chip layout is generated

(step 235).

Read Netlist

In step 200 (Fig. 4), the invention will read a
netlist which is a detailed interconnection listing
of boxes in the target technology from which
automated logic diagrams may be produced for
integréted circuit fabrication. The netlist is
typically in Verilog or VHDL format and is‘ |
generated froﬁ synthesis tools such as the Synopsys
Design Compiler™ from Synopsys, Inc. or BuildGates™
from Ambit Design Systems, Inc. The synthesis tool
performs parsing of the complex Verilog or VHDL
constructs which describe the desired logic
function. The synthesis tool further performs .
sequential optimization such as behavioral
synthesis,Aretiming, resource sharing, scheduling,

state machine optimization, and register mapping.
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Library Analysis

During, or prior to, step 210 in Fig. 4, a
library analysis 207 is performed on the libfary
209 which will be used for the circuit design.
Library analysis 207 is not dependent.on the actual
circuit which is being synthesized and thus can be
performed separately from the circuit design
process shown in Fig. 4. During theilibrary
analysis 207, the delay D is determined for each
gate to be used in the digital circuit. Assume a
gate in the library 209 has a capacitive load value:
C and a size value S wherein S is a continuous,
positive real variable which linearly increases
both the driving capability and area of the gate.
The delay D of a gate can be approximated by
equation (1):

(1) D = £(C/S)

The delay.D is non-negative and increases as the
C/S value increases.

The delay D value depends on the delay provided

by a cell plus the delay provided by the net (wire)

load of the cell. Thus, in order to ideally
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maintain the delay D at a constant value prior to
and after placemeht/routing, the net load
resistance must be taken into consideration.
According to the invention, the gate size is
adjusted after cell placement based on changes in
the capacitive load in order to maintain D as
“constant,” as will be described hereinafter in
further detail. However, since the wire load also
has resistance, the value of D (after gate‘sizing)
may actually vary by a negligible amount from the
pre-determined D value. Since this variation is
negligible, D.may be approximated as “constant”
prior to cell placement and after cell placement
and gate size adjustment.

The delay D value may also be different for
different inputs of the gate and it may also be
different for the falling transition and rising
transition of a signal propégating through the
gate. The C/S value is defined as the “typical
load” since it is the load value which can be
driven by a gate of size “1”. The library analysis

will determine a “good” value for C/S for each gate
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in the library based on gain considerations. It is
kndwn to those skilled in the art that to attain
maximum gain in a set ofdseries-connected ideal
inverters, the gain of each inverter should be e,
which is about 2.7. However, an actual inverter is
non-ideal and therefore has a parasitic self-load
which results in a parasitic delay which is fixed
and independent of the size of the inverter and of
the load eapacitance driven by the inverter. The
principal contributors to the parasitic delay are
the capacitance of the source/drain regions of the
transistors and the Miller capacitance between the
source/drain and the gate of transistors which
drive the output of the inverter. If this
parasitic delay is taken into account, then to
obtain maximum gain in the series—eonnected
inverters, the gain of each inverter is set at
greater than 2.7, for example about 3.6.

Discussion is now turned to the method of
finding the preferred gain of gates other than
inverters. For any circuit or network, a good
operating point is the point at which a good trade-

VAN GINNEKEN 23 Atty Docket $#238258
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off between gain and delay can be achieved. To
optimize this trade-off, the “continuous buffering
assumption” is used which is based on the ideas
described in I.E. Sutherland and R.F. Sproull, “The
Theory of Logical Effort: Designing for Speed on
'the Back of an Envelope,” Advanced Research in
VLSI, pp. 1-16, UC Santa Cruz, 1981.

The method for finding the constant delay is
baséd on a comparison of the gate to an inverter.
The method is based on the idea that, at some
point, it becomes more advantageous to uée a buffer
to increase the gain rather than to increase the
gain of the gate itself. By adding more buffers,
wherein each added buffer is of a larger size than
a previously added buffer, the gain of the
combination (gate and buffers) can grow
exponentially as delay increases.

In the following analysis, it is assumed that
continuous buffering can be made whereby it is
possible to insert an infinitesimally small amount
of buffering. On a given path with several gates,
several ffactional buffers can be combined into a
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single real buffer. Thus, for’a circﬁiﬁ with many
levels of logic, continuous buffering may be
achieved approximately or approaches reality.
Assuming continuous buffering can be made, the
delay of a series of:ideal inverters can be written

as tlog(hj,,) wherein 1 is a time constant and hj,, is

the inverter gain. In other words, the gain of a-
series of buffers increases exponentially with its
delay. |

Consideration is now turned to the delay of a
gate which is Coupled to a seriesiof ideal
inverters. As shown in equation (2a), the delay
dgate Of the gate partly depends on the load of the
gate, wherein the load of the gate is the load of
the combination (Ceuw:) divided by the gain hj,, of
the inverters.

(2a) ~ dgate = Pgate * Raate (Cout/Diny) + 710G (hiny)
The parameter fmne is the intrinsic delay of a
gate, while Rgate is the gate resistance.

To minimize dgste fOr a given C@m, the

derivative of dg.ce (equation (2a)) is taken with
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respect to hi,, and the result is shown by equation
(2b) .

(2b) 9dgate/iny = (RgateCout/N’iny) + (T/Ninv)
By setting equation (2b) equal to zero (0),
equation (2c) 1is derived.

(2c) RgateCout = Thinv
At the point where a buffer is not needed, hine = 1
| and RgateCout = T. BY substituting equation (2c) into
equation 2(a), the delay of each gate is the
intrinsic delay Pgate plus the time constant T.

The interpretation of using this constant delay
is that this delay>is the cross-over point between
using buffers versus stretching for gain. In other
words, the delay of a gate on a critical path
should never be'slower than this cross-over point
value. This providés a clear criterion for dealing
with gain or delay optimization problems; If more
path gain is required, a buffer is a faster
solution than slowing down the gate. Also, use of

a pbuffer will be a more area-efficient solution.
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These results above are used as follows. For a
given library, the inverter is first analyzed.
Using the result that the gain of‘an inverter
should be about 3.6, the typical load Ceyp is
derived as shown by equation (2d):

(2d) Copp = (3.6)Cin
wherein C;, is the input capacitance of the
inverter. The typical load is used to derive the
constant delay for the inverter. Since this is a
real, non-ideal inverter; the following rule is
applied, as shown in equatiph~(2e).

(2e) RinvCinv = T
Ry, is determined from a delay eqﬁation as
represented by equation (2f) .

(2£) Riny = 9dinv/9Cinv
Applying the same rule to all gates in the library
yields equation (2g).

(29) (0dgate/ 8Cgate) (Cgate) = (8dinv/3Cinv) (Cinv)

Throughout the following example, as shown in
Figs. 4A and 4B, it is assumed that the resistance

R,y for a P-channel transistor is twice as high as
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the resistance Ri,, for an N-channel transistor of
the same width. Reference is first made to Fig. 4A
‘which shows a schematic diagram of a real, non-
ideal inverter 250. The inverter 250 includes the
p-channel transister 252 and the N-channel
transistor 254. If it is assumed that the
transistors 252 and 254 each have a resistance R,y
of 1 unit, then the P-channel transistor 252 has
twice the width of the N-channel transistor 254.
Assume further that the input capacitance Ci, of the
inverter 250 is 3 units (wherein the N—chaﬁnel |
transistor 254 has an input capacitance of 1 unit
and the P-channel transistor 252 has an inéut
capacitance of 2 units). The typical load of the
inverter 250 can be derived using the fact that the
gain of a non-ideal inverter should be about 3.6.
Thus, based on equation (2d), the typical load Ciyp
is shown by equation (2h). |

~ (2h) Ceyp = (3.6)Cin = (3.6) (3) = 10.8
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The typical load value Cyy,p can be used to derive
thé delay of the inverter 250 wherein Ripy = 1 and 1
= RineCinv = (1) (10.8) = 10.8.

Referring now Fig. 4B, the NOR gate 256
includes the P-channel transistors 258 and 260 and
the N-channel transistors 262 and 264. Assuming
all the transistors in Fig. 4B have the same size,
then the pull-up resistance is 4 units (through
both P-channel transistors 258 and 260) and the;
pull-down resistance is 1 unit (through either the
N-channel transistor 262 or the N-channel
transistor 264). The typical load is determinéd
based on equation (2i).

(21) RgateCtyp = T
For the pull-up resistance wherein Rgae = 4 and 1 =

10.8, equation (2i) leads to Cuyp = 2.7. For the
pull-down resistance wherein Rgace = 1 and 1 = 10.8,
equation (2i) leads to Cep = 10.8. It is |
undesirable to have different answers for Cg@ for
the same gate. Since there can only be one real

capacitance in the NOR gate 256, a number of
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options are available. For example, the average
between the two C.yp values ( 2.7 and 10.8) may be
chosen. Alternatively, the most constraining value
for Cyyp may be chosen. In general, such an
unbalanced gate as shown in Fig. 4B cannot be tﬁned
to work well for both the rising and falling
transitions of a propagating signal. A large

discrepancy indicates a poorly dimensioned gate.

As stated abbve, each gate has more than one
delay equation due to multiple gate inputs. Also,
different delay equations may correspond to the
rising signal transition and to the falling signal

transition.

Structural Optimizations

In step 205 (Fig. 4), the invention performs
structural optimizations after reading the netlist
from step 200. During this step[ the structure of
the circuit and the Boolean functions of the - gates
are chanded to reduce the total number of

connections, without changing the overall function

VAN GINNEKEN 30 Atty Docket #238258
TIMING CLOSURE METHODOLOGY



—— s

PROPRIETARY . - 'ONFIDENTIAL INFORMATION -
OF MA. .. DESIGN AUTOMATION, INC.

of the circuit. Structural optimizations can
include behavioral optimizations (such as resource
sharing), sequential optimizations (such as
retiming), algebraic optimizations (such as kernel
extraction), and Boolean optimizations (such as
redundancy removal). The classes of optimizations

above are well known to those skilled in the art.

Mapping

In step 210 (Fig. 4), the circuit is mapped to
a library 209 of cells. Thus, the logic funcfions
of the circuit gates are implemeﬁted with actual
cells from the library 209. By mapping, circuit
delay and‘other‘physical attributes can also be
determined. 1In step 210 of the present invenfion,
a conventional mapping process may beAused. Fig. 5
shows the mapping process (step 210) as further
including the additional steps of decomposition
300, cluster generation 305, matching 310, and
covering 315. The decomposition step 300 breaks
down the large commutative gates into two-input

commutative gates.
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The cluster generation step 305 selects matches
in the logic. Clusters with low chahce of success
are preferably avoided, such that the total number
of clusters to maich do not grow very large.

The matching stepv310 is the process of finding
a library function which can implement the function
of the cluster. This step is implemented by use of
a conventional matching algorithm such as the
algorithm deécribed in K. Keutzer, “DAGON:
Technology Binding and Local Optimization by DAG
Matching”, Proceedings of the 24" ACM/IEEE Design
Automation Conference, Miami Beach, FL (June 1987),
pp. 341-347, IEEE Computer Society Press 1987.

The covering step 315 determines which matches
are used to actually implement the digital circuit.
A timing driven covering method based on dynamic
programming may be used in this step. According to
this covering method, an implementation of a
circuit is chosen from a set of possible
implementations based on the arrival time of an
implementation. (An arrival time of the data at a
gate is computed by taking the maximum arrival time
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of the fanin gates plus the delay measured from the
input pin to the output pin of the gate). An
implementation of the circuit with the fastest
arrival time may be chosen during the covering step
315. In contrast to the present inventiqn, a
conventional mapping process has a disadvantage of
not achieving the accurate calculation of “arrival
times,” since the arrival times depend on the
chosen implementations at multi-fanout points. In
fhe conventional process, the chosen
implementations at such multi-fanout points are
mutually dependent.

Discussion is now turned to calculation of the
arrival time for an implementation of a circuit
according to the present invention. Reference is
made to Figs. 6A-6C which show schematic diagrams
of portions of a circuit in order to describe
arrival time caléulation for a gate. In Fig. 6A,
the arrival time for a gate 330 (in stage 335) is
determined by the arrival times of its fanin gates
(at lines 340, 345 and 350) plus the signal delay

from input terminals 355 to the output terminals
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360 of the gate 330. The configuration of the
fanouts at stage 365 are thus not factored in the
arrival time calculation for gate 330. In Fig. 6B,
the arrival time for a gate 370 is determined by
the arrival times of its fanin gates 330 and 372
plus the delay between input terminal 375 and
output terminal 380 of gate 370. Similarly, in
Fig. 6C, the arrival time for a gate 385 (in stage
387) is determined by the arrival times of its
fanin gates 370 and 390 plus the delay between its
input terminal 395 and output terminal 400.

The process above is repeated for the gate 402
which has an output coupled to an output terminal
404. Thus, the arrival time at an output terminal
404 of the circuit cf Figs. 6A-6C can be determined
based on the arrival time of the gate 402.

Thus, as shown in Figs. 6A-6C, in the constant
delay approach of the invention, other fanouts of
multi-fanouts are irrelevant to the arrival time
calculation. The arrival times can thus be
computed by traversing the circuit from the inputs

to the outputs in a levelized manner. By
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determining the arrival time for gates on a given
path, the total delay of the path in the circuit

can be determined.

Level Reduction

Before the cell placement step (step 225 in
Fig. 4), it is possible to further revise the
circuit than conventionally possible, due to the
fact that the delays are held constant. Since the
timing constraints are met and the circuit
modifications to be made are known, it follows that
the effects on delay can be predicted when circuit
modifications are made. One specific change or
modification which can be made in the mapped
circuit is logic level reduction. Reference is
made to Figs. 7A and 7B to illustrate an advantage
of using the constant delay model according to the
invention. Fig. 7A is a schematic diagram of d
gate chain 550 including gates 555, 560, 565, and
570. Initially, the gate 555 has fanins connected
at lines 575 and 580. The gates 560, 565 and 570

have fanins connected at lines 585, 590 and 595,
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respectively. A local transformation is then used
to reduce the number of levels in the iogic in the
gate chain circuit 550. The result of the
transformation is shown as'gate‘chain circuit 550’
in Fig. 7B. The number of levels in the‘logic is
reduced by bringing the gate 555 forward. In the
constant delay model approach, the effect of this
transformation can be easily predicted. Changes in
the gate loads do not affect delay, since delay is
maintained as constant while gate size will be
adjusted (during or after placement) to compensate
for the load change. The only change which affects
delay (of the gate chain circuit 550) is the change
of the fanin of gate 555. This delay change can be
predicted by simple éddition of gate delays
provided by the fanins connected at lines 590, 575,
and 580 (see gate chain circuit 550’ in Fig. 7B).

In order for the transfqrmation shown in Fig.
7B to be wvalid, it is necessary that gates 555,
.560, and 565 are fanout free. If the gates 555,
560, and 565 are not fanout free, then they are
made fanout free through copying logic. For
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example, assume in the circuit 550 (FigL 7A) that
the gate 555 has an additional fanout 597. The
gate 555 in the circuit 550’ (Fig. 7B) can no
‘longer drive the additional fanout 597 since the
gate 555 function may have changed in the circuit
550’ . Thus, in the circuit 550’, there is provided
the copying logic 555’ (which is a duplicate of the
gate 555 of circuit 550) for driving the fanout
597.

In contrast, a disadvantage of the conventional
design approach is as foliows. Gnder'cénventional
logic design, copying logic will increase the load
on the gates whose outputs are connected to lines
575, 580, 585, and 590. In the example of Fig. 7B,
the copying logic 555’ increases the load on the
gates whose outputs are connected to lines 575 and
580. To predict whether or not tﬁe transformation
improved delay, it is necessary to run a complete
static timing analysis with accurate delay models.
If the transformation (from circuit 550 to 550")
were actually harmful to delay, then the

transformation would have to be undone.
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Area Analysis and Net Weights Calculations

Discussion is first made on area analysis
during which siées of gates'of a mapped circuit are
calculated. A gate size is calculated by dividing
the gate’s actual load by the gatefs predetermined
typical load C/S. As an example, assume the actual
load for a given gate i is expressed as C; wherein
C; is a capacitance measurement of the gate load.
The actual load C; is approximated by equation (3).

(3) Ci = o3 + 2Cy *(l/hij)

The parameter ®; represents the net (wire) load for
a given gate i (wherein the net load can be
estimated using a conventional net load model such
as the above-mentioned fanout-based model) plus any
other fixed load such as the load of the primary
output of the circuit implementation. The
parameter ¥C; *(1/hs;y) is the input load wherein the
subscript j is the fanout gate of the given gate i, .
and h is the electrical effort between the gates 1
and j.
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Equation (3) can be expressed in matrix
notation as shown in equation (4):
(4) ©=w + (ﬁD(E)
wherein H = [1/h;;] which is the matrix of the
electrical effort. The parameter ¢ is the vector

of the gate loads wherein T = (Ci] which is the

matrix of the gate loads, while © is the vector of
the‘wire loads ;.

According to equations (3) or (4), in order to
calculate the size of a given gate i, the size of
its fanout gate j must first be calculated, as
shown with respect to Figs. 6A to 6C; The size of
the fanout gate j depends on its output capacitive
load C5. This dependency on the fanout gates
requires performing the gate load calculation
downstream of the data flow. If the digital
circuit is a combinational network (see, e.g.
circuit 150 in Fig. 2), then gate load calculation
initiates at the primary outputs 175 and traverses
the circuit in a leveled oider toward the primary
inputs 170.
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If the digital circuit is a sequential network
(see, e.9., circuit 180 of Fig. 3), then there may
be one or more loops (e.g., loop 182) which result
in a cyclic dependency (i.e., there is no
“rightmost” gate).  Gate load calculation can start
anywhere in the cycle, and calculation in the cycle
is performed several times until the load
capacitance values converge or have sufficiently
small differences. However, a condition may exist
when the load capacitance values do not converge
and increase by progressively larger amounts every
cycle calculation. This increase in load
capacitance values can be detected if the
calculated load values exceed a preset maximum
value after a fixed number of cycle caléulations.
When the calculated load values do not converge,
then the particular circuit 180 has an infeasible
solution, which indicates that the digital circuit
is not exéected to work at the set speed because
the circuit gain is too small. Changes are

required to increase the circuit gain, and these
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changes will usually lead to an increase in circuit
delay.

In the above example, the size S of a gate i is
determined by dividing the actual load C; by the
predetermined typical load c/S of the gate i. The
size S is a scale factor which is applied to all
fransistor channel widths of a gate in order to
determine the area of the “sized gate”. The size S
is also a scale factor which is used to scale the
gate’s output load driving capability and its input
pin loads.

The area éf the sized gate is determined by
equation (5).

(5) area of sized gate = S * (area of gate)
The area of the mapped digital cifcuit can be
estimated based on the sum of the total areas of
the sized gates plus the net area (which is
estimated from the total length of all nets in the
circuit). |

During the mappihg_step, possible circuit
implementations may be evaluated based on net

weight calculations. Thus, the following
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discussion now turns to the calculation of “net
weights.” The net weight represents the
sensitivity of the total aiea of a digital circuit
‘with respect to the load of a particular net. As
an example, the net weight of a given gate, whiéh
is immediately coupled to the primary inputs of a
digital circuit, is equal to its area per unit
load. Using equation (6), the net weight of the
other gates in the digital circuit are then
calculated in a leveled order towards the primary
outputs of the digital circuit.

(6) w; = OA/8C; = da;/a8C;y + Yw; *(1/hyj)
In equation (6), the subscript j represents the
fanin gate of a given gate i. The parameter w; is
the net weight of the gate i, while A is the total
area of the digital circuit, a; is the area of the
gate i, and C; is capacitive load of the gate i.
As stated above, hj; is the electrical effort
between a gate i and jJ.

Equation (6) can be expressed in matrix
notatipn as shown in equation (7):

(7) W ="a + (H) (w)
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wherein H = [1/h;;], @ = [3a;/8Ci], and'ﬁ = [wi].

The net weight value from equation (6) can be
| also used to later calculate the cell area of the
cells after the placement step (step 225 in Fig.
4). This cell area is expressed by Eguation (8):

(8) A =2 (ws) (@) |
wherein the parameter ®; represents the wire load
for a given gate 1i.

Dufing mapping, the calculated net weight value
" can be used to determine which matches are used to
implement the digital circuit, since the calculated
net weight value makes it possible to take into
consideration the circuit area. ASs shown in
equation (6), the net weight for a given gate i
only depends on the logic of the fanin cone (which
was already mapped), wherein the net weight
represents the sensitivity of the total area of the
circuit with respect to the load on a cell. As
further shown in equation‘(8), the area of a cell
increases if its net weight increases. Thus, for
example, assume that for a desired circuit
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function, a first circuit implementation has a
higher ﬁet weight than the net weight of a second
circuit implementation. The first circuit
implementation will therefore have a larger area
for any possibie load than the second |
implementation. Therefore, disregarding delay, the
second circuit implementation is more preferéble
than the first circuit implementation, even though
the area values of both circuit implementations may
have not been determined at this stage of the»
design process.

As shown by the above example, the net weight
calculations permit circuit implementation
decisions to be made, partly based on the gate
area. The net weight calculations permit the area
of one cell to be compared relatively to the area
of another cell wherein both cells héve the same
function in the desired digital network. An
advantage of the net weight calculations is that
when comparing the area of cells, the actual area

values of the cells are not required to be known.
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Buffering

Prior to cell piacement, certain matches may be
changed by insertion of buffers in the digital
circuit, as shown in step 215 in Fig. 4. Under
this step, adding a puffer will increase delay, but
also save on area since the source gate can be
smaller in size due to a smaller load. Large loads
are preferably driven by buffers, particularly when
the signal timing is not critical. Buffering
allows the source cell to be sized down, thereby
resulting in a reduction in circuit area.

The bﬁffering step of 215 (Fig. 4) is discussed
in further detail with reference to Fig. 8. 1In
step 650, locations in the circuit are determined
where a buffer can be added so that buffer
insertion will still permit timing constraints to
be met. This determination is made by subtracting
- the delay-of the buffer from the “local slack”, to
give the value of the predicted slack after buffer
insertion. Slack is zero or positive if the timing
_ constraints are met. In addition, all slacks in

the circuit can be summarized by the “network
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