Observations:
Cognition is divided into several parts like, memory, attention perception, action, problem solving and mental imagery.There may be a basic logical approach that will support all these parts altogether. To do so we have decided to take a closer look at human psychology. Our observations is given below.
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By studying human emotions, we have observed that, human makes decision based on a change of a certain situation from its previous value at a particular instant. 

Another observation is that, human’s always want to realize that they know everything in their knowledge, If they encounters something about which they have no knowledge then they just ignore it, but as the situation happens rapidly then human give a situation importance for learning based on the frequency of occurance.

Again, humans do grouping based on difference between two patterns.They identifies several patterns when the difference is high. Again, when there is no or a little difference then the patterns are similar to them. Above two behaviours should be network behaviour.

Now, our approach to this problem is that, we have started making a general equation which will support our ‘grouping’ observations. Later we’ll modify this equation based on future observation.Upto this it is the only approach we can take.The general equation is:
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Where Px and Pn are two patterns Here for a given set of data, this equation will converge to ‘1’
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Here for the case above, when x=1, i.e. for P1, the equation will first find the difference between P1 with the others. Then for P2, the difference of P2 from P3 to P5 will be found and vice versa. Then all of these differences will be summed up and averaged when divided by the number of summed terms. Here it is important that the system should give importance between the differences not in the actual data.


Another observation is,Human cannot focus on more than one happenings at a time.

Again, when human has some attention on something then they change other output patterns trying to recover the previous happening. This behaviour was also included in the network behaviour.
Action of Cognitron: 



Where ∆(p) is the function whose value will indicate which cognitron will control the outputs. The higher the value  of ∆(p) the higher the chance of taking control over the outputs.


If ‘max_inp’ represents the maximum number of inputs the system has, and ‘totl_inp’ be the total number of inputs while each cognitron is generated then,

Chance taking control over the outputs will be determined by,
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The value of ‘chance’ will be limited from ‘0’ to ‘1’. Where, for a certain set of input values if chance is equal to ‘1’ then the cognitron won’t have the privilege to take control of the outputs. Where as, the cognitron which gives the value much closer to ‘1’ will have the privilege to take control of the inputs & convert them to the outputs as necessary ad change their values to the value according to the difference (P​x-P​n) which was previously stored during generation.

There must be some pairs which matches the previous differences, those pairs will not be changed, where the other pairs which has any one input which was kept unchanged of any other ‘stable pair’ will be kept stable and the other value will be unchanged accordingly.

Thus this cognitron will move closer to ‘chance’ value of ‘1’ and eventually become ‘1’. Then the cognitron which is much closer to ‘1’ will take control.


There will be a ‘threshold’ value for cognitrons which will be called as ‘generation_threshold’. It’s starting value is ‘0’ but maximum value is ‘100’.


In every cycle the system will compare current pattern inputs with previous pattern inputs. The patterns for which the input’s matches will be used as inputs for as apparently generated conigtron with ‘generation_threshold’=0. Eventually, each time the (P​x-Pn) value matches ‘generation_threshold’ value is increased by 1 & when it becomes 100 a new fully grown cognitron is generated.


There is a ‘degeneration_threshold’ also. It’s a number of cycle for which if (P​x-Pn) doesn’t match then the ‘generation_threshold’ will be decreased by 1. But this is applicable for ‘generation_threshold’<100.
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