EE 255 ELECTRICAL ENGG. & CONTROL SYSTEMS (CSE III SEMESTER)

UNIT V – STATE SPACE VARIABLE
2 MARKS QUESTION & ANSWERS

1. What is state space analysis?



The method of analyzing the control system, which uses the concept of total internal state of the system considering all initial conditions is called state space analysis.

2. List the advantages of state space approach.

The advantages of state space approach are,

a) Takes into account, the effect of all initial conditions.

b) The system can be designed for optimal conditions.

c) Any type of input can be considered for designing the system.

d) As the method involves matrix algebra, can be conveniently adopted for the digital computers.

e) The vector matrix notation greatly simplifies the mathematical representation of the system.

3. Define dynamic systems and static systems.



The systems in which the output is not only dependent on the input but also on the initial conditions are called the systems with memory or dynamic systems.



The systems in which the output of the system depends only on the input applied at t=0 are called systems with zero memory or static systems.

4. Define state of the system and state variables.



The state of a dynamic system is defined is a minimal set of variables such that the knowledge of these variables at t=t0 together with the knowledge of the inputs for t
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t0 completely determines the behavior of the system for t>t0.



The variables involved in determining the state of a dynamic system X(t) are called state variables.  These are normally the energy storing elements contained in the system.

5. Define state vector.



The state vector X(t) is the vector sum of all the state variables.
6. Define state trajectory.



State trajectory is the locus of the tips of the state vectors, with time as the implicit variable.

7. Give the state model of the given system.



The state model of the given system is
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where 
A (n x n) is called Evolution matrix



B (n x m) is called control matrix



C (p x n) is called observation matrix



D (p x m) is called direct transmission matrix

Given that 
n is the number of state variables




m is the number of inputs




p is the number of outputs

8. What is damping ratio?



Every system has tendency to oppose the oscillatory behavior of the system which is called as damping.  This damping is measured by a factor or a ratio called as the damping ratio (() of the system.

9. Define natural frequency and damped frequency.



If (=0, system will oscillate with maximum frequency.  This frequency of oscillations under (=0 condition is called as natural frequency of the oscillations of the system denoted by the symbol (n rad/s.  


If 0<(<1, system will have damped oscillations.  The frequency of oscillations under this condition is called damped frequency of the oscillations of the system denoted by the symbol (d rad/s.
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10. Give the expression for the time response in an under-damped system.



The time response in an under-damped system is given as,
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11. Define delay time of a second order system.



Delay time is the time required for the response to reach 50% of the final value in first attempt.
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12. Define Rise time of a second order system.



Rise time is the time required for the response to rise from 10% to 90% of the final value for over-damped systems and 0 to 100% of the final value for under-damped systems.
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13. Define Peak time of a second order system.



Peak time is the time required for the response to reach its peak value.
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14. Define Peak overshoot of a second order system.



Peak overshoot is defined as the amount by which output overshoots its reference steady state value during the first overshoot.
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15. Define settling time of a second order system.



The settling time is defined as the time required for the response to decrease and stay within specified percentage of its final value.
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