Assessing the Benefits of Imputing ERP Projects with Missing Data

1. Identify the paper to one or more of the topics discussed in the lecture.

Imputing ERP Projects with missing data with suitable estimates helps in the following aspects of Software Engineering:-

· Helps in cost estimation which is part of the planning stage of any engineering activity

· Primary cost for people

· Enables the project manager to develop a project schedule

· Evaluates the process

· Evaluates the product

· How much work has already been accomplished

· How much is left to do

2. Find out the new contribution that has been made to the field of software engineering.

Incomplete or missing data is likely to be encountered in empirical software engineering data sets. In order not to waste or lose important information, it is necessary to find some methods to handle these missing data.

By means of imputing into these projects with missing data, we can have more significant results and robust models with a good fit can be obtained. However, though imputation is an attractive idea, the available methods still have severe limitations. Some of them introduce serious biases in the data and none of them are able to correct potential biases in complete case sub-samples.
3. Elaborate the technique(s).

There are basically two ways to handle missing data. Either incomplete observations are removed by listwise deletion (LD), or alternatively, the holes are filled in by some imputation methods. Most data analysis methods and most statistical software use LD as default. However, LD discards a considerable amount of information, which is unsuitable for empirical software because the data sets are usually very small (N<<100). Hence, we have found two sampling-based methods among other available ones, mean imputation (MI) and similar response pattern imputation (SRPI).
I. Mean Imputation (MI)
A common method of imputing missing data is the substitution of the arithmetic mean. Although all missing values of xi can be imputed, the variance of xi will shrink, because all values of xi that are added will contribute nothing to the variance. Hence, the use of MI will affect the correlation between the imputed variable and any other by decreasing its variability. In addition, if a large number of values are imputed using the mean, the frequency distribution of the imputed variable may be misleading because too many centrally located values create a more leptokurtic (slim or long-tailed) distribution.
II. Similar Response Pattern Imputation (SRPI)

SRPI technique is to identify the most similar project without missing observations and copy the values of this project to fill in the holes in the project with missing values. The least squares criterion in normalized space is used as the similarity measure. The formula below is used:-
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Two cases will occur. 

a) There is a single project b which minimises the above equation. 

b) There are n projects that all minimize the above equation.
4. Identify and search related work that has been published in the related work.

There are two papers that empirically have evaluated the SRPI approach though none is being applied to software engineering.

Author: Brown, R.L.

Title: Structural Equation Modeling
Article: "Efficacy of the Indirect Approach for Estimating Structural Equation Models With Missing Data: A Comparison of Five Methods"

Year: 1994

Description: 

Four missing data techniques (MDTs) in the context of software cost modeling: listwise deletion (LD), mean imputation (MI), similar response pattern imputation (SRPI), and full information maximum likelihood (FIML) were being evaluated. 
Relation to MAIN article:

Both articles compare between the various methods of imputation and concluded that MI and SRPI are most appropriate for small-sized data sets.

Author: Gold, M.S. and P.M. Bentler

Title: Structural Equation Modeling
Article: "Treatment of Missing Data:

A Monte Carlo Comparison of RBHDI, Iterative Stochastic Regression Imputation, and Expectation-Maximation"

Year: 2000

Description:

Four missing data techniques (MDTs) in the context of software cost modeling: listwise deletion (LD), mean imputation (MI), similar response pattern imputation (SRPI), and full information maximum likelihood (FIML) were being evaluated. 

Relation to MAIN article:

Both articles compare between the various methods of imputation and concluded that MI and SRPI are most appropriate for small-sized data sets.

5. Do you see a relation of the techniques to your lab project? Do you think that this article that you have read will help you in your lab project in any way? If so, please explain that.
The article concentrates on finding the best method to solve the problem of missing data in empirical software engineering with various imputation methods. If my lab project is done for real world project software, then it will prove useful. However, my lab project is just a skeleton of the real software to be developed. Hence, it does not help in my lab project in any ways.
Though so, the article does provide valuable knowledge in one way or another. It increases my awareness that miss data sets is significant to the estimation of effort for the development of the software and that there is no definite solution to solve this problem of missing data sets.

6. If you are asked to extend the ideas and improve on this article, list the possible extensions.
The article provides the novice readers with the necessary background knowledge, as well as explaining the significance of missing data sets along with how some of the various imputation methods can be used to solve this problem. It also includes a case study for readers to understand how the different methods work, together with a general idea on what can be observed from the results obtained as seen from the tables given.

However, there are still rooms for extensions. The possible extensions include:
· Study of structural equation modelling methods such as LISREL

· Study of Regression Analysis

· Study of Likelihood-Based Approaches

· Comparisons between the various imputation methods

7. Critical comments on the notations/diagrams used in the article for representing the different artifacts of software.

Most of the notations, diagrams and tables used in the article are easily understandable. They show the results of the different methods of imputation, which can be used to compare to find the best approach. However, it may be difficult for the reader to understand some of the mathematical terms used in the tables. This makes it hard for them to understand the essence of the statistics computed to find the best approach.

Examples of important statistics tables to show comparisons (taken from Myrtveit, I.; Stensrud, E.; Olsson, U. imputing ERP projects with missing data, Software Metrics Symposium, 2001. METRICS 2001. Proceedings. Seventh International, Page(s): 78-84):-
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Descriptive statistics of LD data set
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Descriptive statistics of MI data set
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Descriptive statistics of SRPI data set
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Regression coefficients of LD data set
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Regression coefficients of MI data set
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Regression coefficients of SRPI data set
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Effort prediction accuracy for all data set
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A pattern of missing data where the MI method might be appropriate
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A pattern of missing data where the SRPI method might be appropriate

8. How would you validate and expand on the ideas specified in this article? Can you modify and come up with a new procedure/algorithm? Can you modify the diagrams to capture the extensions that you would like to propose?
In order to validate the ideas specified in the article, I would suggest that a new case study be performed with a new set of data using the same methods and steps as used in the article. Though the results yield from this new case study would be different, I could still use it to validate the ideas specified in this article as the comparisons between the different statistics obtained from using the different methods will result in the same conclusion.
As I am still a novice in the field of Software Engineering, with my current knowledge, it would be difficult for me to further expand the ideas specified in the article and to study the various other methods of imputation.

9. Specific comments on the Software Project, Process, Platform, People, Product specified in the article.

Software Project:

Incomplete, or missing data in empirical software engineering data sets is significantly important for effort estimation. Hence, it is necessary to find the best method to impute these missing data, especially when these empirical data sets are usually very small (N<<100). This is to ensure that the results obtained to estimate effort needed is correct for future projects.
Process:

The steps/processes specified in the article are easy to follow and yield visible or clearly identifiable results.

Platform:

Using statistics computed and put in tables, comparisons between the results obtained from the different methods proved to be useful and easily understandable. This will indeed help in future testing.

People:

The importantance of this article is to be able to help software engineers understand the various methods of imputation for missing data and to be able to use the most appropriate to compute these results. It also provides valuable information for software engineers who are involved in enterprise resource planning (ERP) systems and those doing research on this topic. 

Besides being useful for software engineers, this article also gives a good insight to engineering students who are interested in the topic.

Product:

The end product of the article is to provide the reader with various imputation methods and to give the reader an idea of which is the most appropriate method to use for their projects.
10. Comments on the results presented in the paper and its relevance to the immediate future.

The results/approaches presented in the article proved to be useful for helping us understand the significance of missing data in empirical software engineering data sets and choosing the most appropriate imputation method to make up for the missing data sets. 
It is good to know the size of the data sets before calculating the effort estimation of the software. As such, you can apply the most appropriate imputation method in the case of missing data sets to best estimate the effort needed for the development of the software. 

By applying the knowledge gained from this article, we could help reduce the errors resulted from the insufficient number of data sets used in the calculation of effort needed.
Future research on the topic of data imputation will be useful for software engineers. Its role is to provide accurate effort estimation which is needed for ERP projects. Hence, I can forsee that much research and studies will be done to find the most appropriate method for future development ERP projects.
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