COMPUTER HARDWARE

The motherboard is the main circuit board inside the PC which holds the processor, memory and expansion slots and connects directly or indirectly to every part of the PC. It's made up of a chipset (known as the "glue logic"), some code in ROM and the various interconnections or buses. PC designs today use many different buses to link their various components. Wide, high-speed buses are difficult and expensive to produce: the signals travel at such a rate that even distances of just a few centimetres cause timing problems, while the metal tracks on the circuit board act as miniature radio antennae, transmitting electromagnetic noise that introduces interference with signals elsewhere in the system. For these reasons, PC design engineers try to keep the fastest buses confined to the smallest area of the motherboard and use slower, more robust buses, for other parts. 

This section focuses on basic functionality and layout - the motherboard's various interfaces, buses and chipsets being covered elsewhere. 

Evolution
The original PC had a minimum of integrated devices, just ports for a keyboard and a cassette deck (for storage). Everything else, including a display adapter and floppy or hard disk controllers, were add-in components, connected via expansion slots. 

Over time, more devices have been integrated into the motherboard. It's a slow trend though, as I/O ports and disk controllers were often mounted on expansion cards as recently as 1995. Other components - typically graphics, networking, SCSI and sound - usually remain separate. Many manufacturers have experimented with different levels of integration, building in some or even all of these components. However, there are drawbacks. It's harder to upgrade the specification if integrated components can't be removed, and highly integrated motherboards often require non-standard cases. Furthermore, replacing a single faulty component may mean buying an entire new motherboard. 

Consequently, those parts of the system whose specification changes fastest - RAM, CPU and graphics - tend to remain in sockets or slots for easy replacement. Similarly, parts that not all users need, such as networking or SCSI, are usually left out of the base specification to keep costs down. 

The basic changes in motherboard form factors over the years are covered later in this section - the diagrams below provide a detailed look at the various components on two motherboards. The first a Baby AT design, sporting the ubiquitous Socket 7 processor connector, circa 1995. The second is an ATX design, with a Pentium II Slot 1 type processor connector, typical of motherboards on the market in late 1998. 
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Motherboard development consists largely of isolating performance-critical components from slower ones. As higher speed devices become available, they are linked by faster buses - and the lower-speed buses are relegated to supporting roles. In the late 1990s there was also trend towards putting peripherals designed as integrated chips directly onto the motherboard. Initially this was confined to audio and video chips - obviating the need for separate sound or graphics adapter cards - but in time the peripherals integrated in this way became more diverse and included items such as SCSI, LAN and even RAID controllers. While there are cost benefits to this approach the biggest downside is the restriction of future upgrade options. 

BIOS
All motherboards include a small block of Read Only Memory (ROM) which is separate from the main system memory used for loading and running software. The ROM contains the PC's Basic Input/Output System (BIOS). This offers two advantages: the code and data in the ROM BIOS need not be reloaded each time the computer is started, and they cannot be corrupted by wayward applications that write into the wrong part of memory. A Flash upgradeable BIOS may be updated via a floppy diskette to ensure future compatibility with new chips, add-on cards etc.

The BIOS comprises several separate routines, serving different functions. The first part runs as soon as the machine is powered on. It inspects the computer to determine what hardware is fitted and then conducts some simple tests to check that everything is functioning normally - a process called the power-on self test (POST). If any of the peripherals are plug and play devices, it's at this point that the BIOS assigns their resources. There's also an option to enter the Setup program. This allows the user to tell the PC what hardware is fitted, but thanks to automatic self-configuring BIOSes this isn't used so much now.

If all the tests are passed, the ROM then tries to determine which drive to boot the machine from. Most PCs ship with the BIOS set to check for the presence of an operating system in the floppy disk drive first (A:), then on the primary hard disk drive. Any modern BIOS will allow the floppy drive to be moved down the list so as to reduce normal boot time by a few seconds. To accommodate PCs that ship with a bootable CD-ROM, some BIOSes allow the CD-ROM drive to be assigned as the boot drive. Some also allow booting from a hard disk drive other than the primary IDE drive. In this case it would be possible to have different operating systems - or separate instances of the same OS - on different drives. Many BIOSes allow the start-up process to be interrupted to specify the first boot device without actually having to enter the BIOS setup utility itself. If no bootable drive is detected, a message is displayed indicating that the system requires a system disk. Once the machine has booted, the BIOS serves a different purpose by presenting DOS with a standardised API for the PC hardware. In the days before Windows, this was a vital function, but 32-bit "protect mode" software doesn't use the BIOS, so again it's of less benefit today. 

Windows 98 (and later) provides multiple display support. Since most PCs have only a single AGP slot, users wishing to take advantage of this will generally install a second graphics card in a PCI slot. In such cases, most BIOSes will treat the PCI card as the main graphics card by default. Some, however, allow either the AGP card or the PCI card to be designated as the primary graphics card. 

Whilst the PCI interface has helped - by allowing IRQs to be shared more easily - the limited number of IRQ settings available to a PC remains a problem for many users. For this reason, most BIOSes allow ports that are not in use to be disabled. With the increasing popularity of cable and ADSL Internet connections and the ever-increasing availability of peripherals that use the USB interface, it will often be possible to get by without needing either a serial or a parallel port.

CMOS RAM
Motherboards also include a separate block of memory made from very low power consumption CMOS (complementary metal oxide silicon) RAM chips, which is kept "alive" by a battery even when the PC's power is off. This is used to store basic information about the PC's configuration: number and type of hard and floppy drives, how much memory, what kind and so on. All this used to be entered manually, but modern auto-configuring BIOSes do much of this work, in which case the more important settings are advanced settings such as DRAM timings. The other important data kept in CMOS memory is the time and date, which is updated by a Real Time Clock (RTC). The clock, CMOS RAM and battery are usually all integrated into a single chip. The PC reads the time from the RTC when it boots up, after which the CPU keeps time - which is why system clocks are sometimes out of sync. Rebooting the PC causes the RTC to be reread, increasing their accuracy. 

EFI
The BIOS has evolved very little since the birth of the PC in 1981, remaining a chunk of hand-crafted assembly language code most users know only for the series of arcane configuration and test messages fleetingly displayed when they turn on their PC. 

Intel first signalled that all that was about to change in early 2000, with the release of the first version of its Extensible Firmware Interface (EFI) specification, a proposed standard for the architecture, interface and services of a brand new type of PC firmware, designed to provide a well-specified set of services that are consistent across all platforms. 

EFI services are divided into two distinct groups, those that are available only before the operating system is loaded, known as "Boot Services," and those that are also available after EFI has assumed its minimum footprint configuration, known as "Runtime Services." Boot Services provide the breadth of functionality offered by EFI for platform configuration, initialisation, diagnostics, OS kernel image loading and other functions. Run-time Services represent a minimum set of services primarily used to query and update non-volatile EFI settings. 

Services within EFI are officially specified in the EFI Specification as core services and protocol interfaces. Various protocol interfaces have been defined for access to a variety of boot devices, many of which are provided in the EFI reference implementation. Other protocol interfaces provide services for application level functions, such as memory allocation and obtaining access to a specified protocol interface. 

EFI modules are generally defined as applications or drivers. Drivers conform to a model defined in the EFI specification, and are used to implement a particular protocol interface. In many cases the implementation of one protocol interface may use or enhance the functionality of an existing protocol interface, thereby providing a mechanism for an object oriented design practice called containment and aggregation. 

In essence, EFI is effectively a tiny operating system in its own right, complete with its own basic networking, graphics, keyboard and storage handling software. This will allow it to have a radically different user interface to what we've been accustomed to, with support for high resolution displays and a proper GUI. The differences are far more than cosmetic though. 

Since EFI is able to manage its own storage space - normally envisioned as a partition on a hard disk - hardware manufacturers will be able to add many more diagnostic and control options, and include support for different kinds of computer systems and configurations, without being constrained by the cost of expensive onboard flash memory. Moreover, the fact that EFI is developed in a high-level programming language will also spur innovation, allowing additional features to be created using standard programming tools. Such additions can include much more detailed and useful diagnostics, self-configuration programs and ways to sort out problems even if the operating system has died. Since it has its own networking capability, EFI will also be able to support remote diagnostics. 

The EFI specification is primarily intended for the next generation of IA-32 and Itanium architecture-based computers, and is an outgrowth of the "Intel Boot Initiative" (IBI) program that began in 1998. 

Form factor
Early PCs used the AT form factor and 12in wide motherboards. The sheer size of an AT motherboard caused problems for upgrading PCs and did not allow use of the increasingly popular slimline desktop cases. These problems were largely addressed by the smaller version of the full AT form factor, the Baby AT, introduced in 1989. Whilst this remains a common form factor, there have been several improvements since. All designs are open standards and as such don't require certification. A consequence is that there can be some quite wide variation in design detail between different manufacturers' motherboards. 
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The Baby AT (BAT) format reduced the dimensions of the motherboard to a typical 9in wide by 10in long, and BAT motherboards are generally characterised by their shape, an AT-style keyboard connector soldered to the board and serial and parallel port connectors which are attached using cables between the physical ports mounted on the system case and corresponding connectors located on the motherboard. 

With the BAT design the processor socket is located at the front of the motherboard, and full-length expansion cards are intended to extend over it. This means that removing the processor requires the removal of some or all expansion cards first. Problems were exacerbated by the increasing speeds of Pentium-class processors. System cooling relied on the AT power supply blowing air out of the chassis enclosure and, due to the distance between the power supply and the CPU, an additional chassis fan or active heatsink became a necessity to maintain good airflow across the CPU. AT power supplies only provide 12V and 5V outputs to the motherboard, requiring additional regulators on the motherboard if 3.3V components (PCI cards or CPUs) are used. Sometimes a second heatsink was also required on these voltage regulators and together the various additional heat dissipation components caused serious obstruction for expansion slots. 

Some BAT designs allow the use of either AT or ATX power supplies, and some ATX cases might allow the use of a Baby-AT motherboard. 

	LPX
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The LPX format is a specialised variant of the Baby-AT used in low profile desktop systems and is a loose specification with a variety of proprietary implementations. 

Expansion slots are located on a central riser card, allowing cards to be mounted horizontally. However, this arrangement can make it difficult to remove the motherboard, and the more complex engineering required adds to system costs. As the riser card prevents good airflow within the system case, additional chassis fans are almost always needed. 

 

 

  

	 

ATX
The Intel Advanced/ML motherboard, launched in 1996, was designed to solve these issues and marked the beginning of a new era in motherboard design. Its size and layout are completely different to the BAT format, following a new scheme known as ATX. The dimensions of a standard ATX board are 12in wide by 9.6in long; the mini ATX variant is typically of the order 11.2in by 8.2in.    
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The ATX design gets round the problem by moving the CPU socket and the voltage regulator to the right-hand side of the expansion bus. Room is made for the CPU by making the card slightly wider, and shrinking or integrating components such as the Flash BIOS, I/O logic and keyboard controller. This means the board need only be half as deep as a full size Baby AT, and there's no obstruction whatsoever to the six expansion slots (two ISA, one ISA/PCI, three PCI). 

The ATX uses a new specification of power supply that can be powered on or off by a signal from the motherboard. This allows notebook-style power management and software-controlled shutdown and power-up. A 3.3V output is also provided directly from the power supply. Accessibility of the processor and memory modules is improved dramatically, and relocation of the peripheral connectors allows shorter cables to be used. This also helps reduce electromagnetic interference. The ATX power supply has a side vent that blows air from the outside directly across the processor and memory modules, allowing passive heatsinks to be used in most cases, thereby reducing system noise. 

Mini-ATX is simply a smaller version of a full-sized ATX board. On both designs, parallel, serial, PS/2 keyboard and mouse ports are located on a double-height I/O shield at the rear. Being soldered directly onto the board generally means no need for cable interconnects to the on-board I/O ports. A consequence of this, however, is that the ATX needs a newly designed case, with correctly positioned cut-outs for the ports, and neither ATX no Mini-ATX boards can be used in AT-style cases. 
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Intel's NLX design, introduced in 1997, is an improvement on the LPX design for low-profile systems, with an emphasis on ease of maintenance. The NLX format is smaller, typically 8.8in wide by 13in long, so well suited for low-profile desktop cases. 

All expansion slots, power cables and peripheral connectors are located on an edge-mounted riser card, allowing simple removal of the main motherboard, which is mounted on rails in the chassis. It uses a full-width I/O shield to allow for different combinations of rear-panel I/O. The design allows for use of an AGP card, but the slot must be on the motherboard, which reduces the ease of maintenance when such a card is implemented. 
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Introduced in the late 1990s, the MicroATX is basically a smaller version of Intel's ATX specification, intended for compact, low-cost consumer systems with limited expansion potential. 

The maximum size of the board is 9.6in square, and its designed to fit into either a standard ATX case or one of the new micro-tower desktop designs. The double-decker I/O shield is the same as that on the ATX design, but there's only provision for up to four expansion slots as opposed to the seven that ATX allows. The microATX also allows use of a smaller power supply, such as the SFX design, which is reduced in both size and power output. 

 

  

	 

FlexATX
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The FlexATX is a natural evolution of the Intel's microATX form factor which was first unveiled in late 1999. The FlexATX addendum to the microATX specification addresses the requirements of only the motherboard and not the overall system solution. As such, it does not detail the interfaces, memory or graphics technologies required to develop a successful product design. These are left to the implementer and system designer. The choice of processor is, however, limited to socket-only designs.

The principal difference between FlexATX and microATX is that the new form factor reduces the size of the motherboard - to 9in x 7.5in. Not only does this result in lower overall system costs, it also facilitates smaller system designs. The FlexATX form factor is backwards compatible with both the ATX and micro-ATX specifications - use of the same motherboard mounting holes as both of its predecessors avoids the need to retool existing chassis.

In the spring of 2000 VIA Technologies announced an even smaller motherboard than the FlexATX. At 8.5in x 7.5in, the company's ITX form factor is half and inch less wide than it's Intel competitor. The key innovation that allows the ITX to achieve such a compact form is the specially designed slimline power unit with built in fan. It's dimensions of 174mm long x 73mm wide x 55mm high compare with a standard ATX power supply unit measuring 140mm x 150mm x 86mm. 

The table below compares the dimensions of the microATX, FlexATX and ITX form factors: 

Form Factor
Max. Width (mm)
Max. Depth (mm)
microATX
244
244
FlexATX
229
191
ITX
215
191
Unsurprisingly Intel's FlexATX form factor uses it's CNR riser architecture, while the ITX uses the rival ACR architecture.


Riser architectures
In the late 1990s, the PC industry developed a need for a riser architecture that would contribute towards reduced overall system costs and at the same time increase the flexibility of the system manufacturing process. The Audio/Modem Riser (AMR) specification, introduced in the summer of 1998, was the beginning of a new riser architecture approach. AMR had the capability to support both audio and modem functions. However, it did have some shortcomings, which were identified after the release of the specification. These shortcomings included the lack of Plug and Play (PnP) support, as well as the consumption of a PCI connector location. 

Consequently, new riser architecture specifications were defined which combine more functions onto a single card. These new riser architectures combine audio, modem, broadband technologies, and LAN interfaces onto a single card. They continue to give motherboard OEMs the flexibility to create a generic motherboard for a variety of customers. The riser card allows OEMs and system integrators to provide a customised solution for each customer's needs. Two of the most recent riser architecture specifications include CNR and ACR.
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Intel's CNR (Communication and Networking Riser) specification defines a hardware scalable OEM motherboard riser and interface that supports the audio, modem, and LAN interfaces of core logic chipsets. The main objective of this specification is to reduce the baseline implementation cost of features that are widely used in the "Connected PC", while also addressing specific functional limitations of today's audio, modem, and LAN subsystems.

PC users' demand for feature-rich PCs, combined with the industry's current trend towards lower cost, mandates higher levels of integration at all levels of the PC platform. Motherboard integration of communication technologies has been problematic to date, for a variety of reasons, including FCC and international telecom certification processes, motherboard space, and other manufacturer specific requirements.

Motherboard integration of the audio, modem, and LAN subsystems is also problematic, due to the potential for increased noise, which in-turn degrades the performance of each system. The CNR specifically addresses these problems by physically separating these noise-sensitive systems from the noisy environment of the motherboard.

With a standard riser solution, as defined in this specification, the system manufacturer is free to implement the audio, modem, and/or LAN subsystems at a lower bill of materials (BOM) cost than would be possible by deploying the same functions in industry-standard expansion slots or in a proprietary method. With the added flexibility that hardware scalability brings, a system manufacturer has several motherboard acceleration options available, all stemming from the baseline CNR interface.

The CNR Specification supports the five interfaces:

· AC97 Interface - Supports audio and modem functions on the CNR card 

· LAN Connect Interface (LCI) - Provides 10/100 LAN or Home Phoneline Networking capabilities for Intel chipset based solutions 

· Media Independent Interface (MII) - Provides 10/100 LAN or Home Phoneline Networking capabilities for CNR platforms using the MII Interface 

· Universal Serial Bus (USB) - Supports new or emerging technologies such as xDSL or wireless 

· System Management Bus (SMBus) - Provides Plug and Play (PnP) functionality on the CNR card. 

Each CNR card can utilise a maximum of four interfaces by choosing the specific LAN interface to support.
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The rival ACR specification is supported by an alliance of leading computing and communication companies, whose founders include 3COM, AMD, VIA Technologies and Lucent Technologies. Like CNR, it defines a form factor and interfaces for multiple and varied communications and audio subsystem designs in desktop OEM personal computers. Building on first generation PC motherboard riser architecture, ACR expands the riser card definition beyond the limitation of audio and modem codecs, while maintaining backward compatibility with legacy riser designs through an industry standard connector scheme. The ACR interface combines several existing communications buses, and introduces new and advanced communications buses answering industry demand for low-cost, high-performance communications peripherals.

ACR supports modem, audio, LAN, and xDSL. Pins are reserved for future wireless bus support. Beyond the limitations of first generation riser specifications, the ACR specification enables riser-based broadband communications, networking peripheral and audio subsystem designs. ACR accomplishes this in an open-standards context.

Like the original AMR Specification, the ACR Specification was designed to occupy or replace an existing PCI connector slot. This effectively reduces the number of available PCI slots by one, regardless of whether the ACR connector is used. Though this may be acceptable in a larger form factor motherboard, such as ATX, the loss of a PCI connector in a microATX or FlexATX motherboard - which often provide as few as two expansion slots - may well be viewed as an unacceptable trade-off. The CNR specification overcomes this issue by implementing a shared slot strategy, much like the shared ISA /PCI slots of the recent past. In a shared slot strategy, both the CNR and PCI connectors effectively use the same I/O bracket space. Unlike the ACR architecture, when the system integrator chooses not to use a CNR card, the shared PCI slot is still available. 

Although the two specifications both offer similar functionality, the way in which they are implemented are quite dissimilar. In addition to the PCI connector/shared slot issue, the principal differences are as follows:

· ACR is backwards compatible with AMR, CNR isn't 

· ACR provides support xDSL technologies via its Integrated Packet Bus (IPB) technology; CNR provides such support via the well-established USB interface 

· ACR provides for concurrent support for LCI (LAN Connect Interface) and MII (Media Independent Interface) LAN interfaces; CNR supports either, but not both at the same time 

· The ACR Specification has already reserved pins for a future wireless interface; the CNR specification has the pins available but will only define them when the wireless market has become more mature. 

Ultimately, motherboard manufacturers are going to have to decide whether the ACR specification's additional features are worth the extra cost.

CPU interfaces
The PC's ability to evolve many different interfaces allowing the connection of many different classes of add-on component and peripheral device has been one of the principal reasons for its success. The key to this has been standardisation, which has promoted competition and, in turn, technical innovation.

The heart of a PC system - the processor - is no different in this respect than any other component or device. Intel's policy in the early 1990s of producing OverDrive CPUs that were actually designed for upgrade purposes required that the interface by which they were connected to the motherboard be standardised. A consequence of this is that it enabled rival manufacturers to design and develop processors that would work in the same system. The rest is history.

In essence, a CPU is a flat square sliver of silicon with circuits etched on its surface. This chip is linked to connector pins and the whole contraption encased some form of packaging - either ceramic or plastic - with pins running along the flat underside or along one edge. The CPU package is connected to a motherboard via some form of CPU interface, either a slot or a socket. For many years the socket style of CPU was dominant. Then both major PC chip manufacturers switched to a slot style of interface. After a relatively short period of time they both changed their minds and the socket was back in favour!

The older 386, 486, classic Pentium and Pentium MMX processors came in a flat square package with an array of pins on the underside - called Pin Grid Array (PGA) - which plugged into a socket-style CPU interface on the motherboard. The earliest such interface for which many motherboards and working systems remain to this day - not least because it supported CPUs from so many different chip manufacturers - is Socket 7. Originally developed by Intel as the successor to Socket 5, it was the same size but had different electrical characteristics including a system bus that ran at 66MHz. Socket 7 was the interface used by most Pentium systems from the 75MHz version and beyond.

Socket 8 was developed for Intel's Pentium Pro CPU - introduced in late 1995 - and specifically to handle its unusual dual-cavity, rectangular package. To accommodate L2 cache - in the package but not on the core - this contained up to three separate dice mounted on a small circuit board. The complicated arrangement proved extremely expensive to manufacture and was quickly abandoned.

With the introduction of their Pentium II CPU, Intel switched to a much cheaper solution for packaging chips that consisted of more than a single die. Internally, the SECC package was really a circuit board containing the core processor chip and cache memory chips. The cartridge had pins running along one side which enabled it to be mounted perpendicularly to the motherboard - in much the same way as the graphics or sound card is mounted into an expansion slot - into an interface that was referred to as Slot 1. The up to two 256KB L2 cache chips ran at half the CPU speed. When Intel reverted - from the Pentium III Coppermine core - to locating L2 cache on the processor die, they continued to use cacheless Slot 1 packaging for a while for reasons of compatibility.

Pentium II Xeon's - unlike their desktop counterparts - ran their L2 cache at full clock speed. This necessitated a bigger heatsink which in turn required a taller cartridge. The solution was Slot 2, which also sported more connectors than Slot 1, to support a more aggressive multi-processor protocol amongst other features.

When Intel stopped making its MMX processor in mid-1998 it effectively left the Socket 7 field entirely to its competitors, principally AMD and Cyrix. With the co-operation of both motherboard and chipset manufacturers their ambitious plans for extending the life of the "legacy" form factor was largely successful.

AMD's determination to match Intel's proprietary Slot 1 architecture on Socket 7 boards was amply illustrated by their 0.25-micron K6-2 processor, launched at the end of May 1998, which marked a significant development of the architecture. AMD referred to this as the "Super7" platform initiative, and its aim was to keep the platform viable throughout 1999 and into the year 2000. Developed by AMD and key industry partners, the Super7 platform supercharged Socket 7 by adding support for 100MHz and 95MHz bus interfaces and the Accelerated Graphics Port (AGP) specification and by delivering other leading-edge features, including 100MHz SDRAM, USB, Ultra DMA and ACPI.

When AMD introduced their Athlon processor in mid-1999 they emulated Intel's move away from a socket-based CPU interface in favour of a slot-based CPU interface, in their case "Slot A". This was physically identical to Slot 1, but it communicated across the connector using a completely different protocol - originally created by Digital and called EV6 - which allowed RAM to CPU transfers via a 200MHz FSB. Featuring an SECC slot with 242 leads, Slot A used a Voltage Regulator Module (VRM), putting the onus on the CPU to set the correct operating voltage - which in the case of Slot A CPUs was a range between 1.3V and 2.05V.

Slot-based processors are overkill for single-chip dies. Consequently, in early 1999 Intel moved back to a square PGA packaging for its single die, integrated L2 cache, Celeron range of CPUs. Specifically these used a PPGA 370 packaging, which connected to the motherboard via a Socket 370 CPU interface. This move marked the beginning of Intel's strategy for moving its complete range of processors back to a socket-based interface. Socket 370 has proved to be one of the more enduring socket types, not least because of the popularity of the cheap and overclockable Celeron range. Indeed, Intel is not the only processor manufacturer which produces CPUs that require Socket 370 - the Cyrix MIII (VIA C3) range also utilising it. 

The sudden abandonment of Slot 1 in favour of Socket 370 created a need for adapters to allow PPGA-packaged CPUs to be used in Slot 1 motherboards. Fortunately, the industry responded, with Abit being the first off the mark with its original "SlotKET" adapter. Many were soon to follow, ensuring that Slot 1 motherboard owners were not left high and dry. A Slot 1 to Socket 370 converter that enables Socket 370-based CPUs to be plugged into a Slot 1 motherboard was also produced. Where required, these converters don't just provide the appropriate connector, they also make provision for voltage conversion.

Unfortunately users were more inconvenienced by Intel's introduction of the FC-PGA (Flip Chip-Pin Grid Array) and FC-PGA2 variants of the Socket 370 interface - for use with Pentium III Coppermine and Tualatin CPUs respectively - some time later. The advantage with this packaging design is that the hottest part of the chip is located on the side that is away from the motherboard, thereby improving heat dissipation. The FC-PGA2 package adds an Integral Heat Spreader, improving heat conduction still further. Whilst FC-PGA and FC-PGA2 are both mechanically compatible with Socket 370, electrically they're incompatible and therefore require different motherboards. Specifically, FC-PGA processors require motherboards that support VRM 8.4 specifications while FC-PGA2 processors require support for the later VRM 8.8 specifications.

Like Intel's Slot 1, AMD's proprietary Slot A interface was also to prove to be relatively short-lived. With the advent of the Athlon Thunderbird and Spitfire cores, the chipmaker followed the lead of the industry leader by also reverting to a PPGA-style packaging for its new family of Athlon and Duron processors. This connects to a motherboard via what AMD calls a "Socket A" interface. This has 462 pin holes - of which 453 are used by the CPU - and supports both the 200MHz EV6 bus and newer 266MHz EV6 bus. AMD's subsequent Palomino and Morgan cores are also Socket A compliant. 

With the release of the Pentium 4 in late 2000, Intel introduced yet another socket to its line-up, namely Socket 423. Indicative of the trend for processors to consume ever decreasing amounts of power, the PGA-style Socket 423 has a VRM operational range of between 1.0V and 1.85V.

Socket 423 had been in use for only a matter of months when Intel muddied the waters still further with the announcement of the new Socket 478 form factor. The principal difference between this and its predecessor is that the newer format socket features a much more densely packed arrangement of pins known as a micro Pin Grid Array (µPGA) interface, which allows both the size of the CPU itself and the space occupied by the interface socket on the motherboard to be significantly reduced. Socket 478 was introduced to accommodate the 0.13-micron Pentium 4 Northwood core, launched at the beginning of 2002.

The table below identifies all the major CPU interfaces from the time of Intel's Socket 1, the first "OverDrive" socket used by Intel's 486 processor in the early 1990s:

	Name
	Interface
	Description

	Socket 1
	169-pin
	Found on 486 motherboards, operated at 5 volts and supported 486 chips, plus the DX2, DX4 OverDrive.

	Socket 2
	238-pin
	A minor upgrade from Socket 1 that supported all the same chips. Additionally supported a Pentium OverDrive.

	Socket 3
	237-pin
	Operated at 5 volts, but had the added capability of operating at 3.3 volts, switchable with a jumper setting on the motherboard. Supported all of the Socket 2 chips with the addition of the 5x86. Considered the last of the 486 sockets. 

	Socket 4
	273-pin
	The first socket designed for use with Pentium class processors. Operated at 5 volts and consequently supported only the low-end Pentium-60/66 and the OverDrive chip. Beginning with the Pentium-75, Intel moved to the 3.3 volt operation. 

	Socket 5
	320-pin
	Operated at 3.3 volts and supported Pentium class chips from 75MHz to 133MHz. Not compatible with later chips because of their requirement for an additional pin.

	Socket 6
	235-pin
	Designed for use with 486 CPU's, this was an enhanced version of Socket 3 supporting operation at 3.3 volts. Barely used since it appeared at a time when the 486 was about to be superseded by the Pentium.

	Socket 7
	321-pin
	Introduced for the Pentium MMX, the socket had provision for supplying the split core/IO voltage required by this and later chips. The interface used for all Pentium clones with a 66MHz bus.

	Socket 8
	387-pin
	Used exclusively by the Intel Pentium Pro, the socket proved extremely expensive to manufacture and was quickly dropped in favour of a cartridge-based design. 

	Slot 1
	242-way connector
	The circuit board inside the package had up to 512KB of L1 cache on it - consisting of two 256KB chips - which ran at half the CPU speed. Used by Intel Pentium II, Pentium III and Celeron CPUs.

	Slot 2
	330-way connector
	Similar to Slot 1, but with the capacity to hold up to 2MB of L2 cache running at the full CPU speed. Used on Pentium II/III Xeon CPUs.

	Slot A
	242-way connector
	AMD interface mechanically compatible with Slot 1 but which using a completely different electrical interface. Introduced with the original Athlon CPU.

	Socket 370
	370-pin
	Began to replace Slot 1 on the Celeron range from early 1999. Also used by Pentium III Coppermine and Tualatin CPUs in variants known as FC-PGA and FC-PGA2 respectively.

	Socket A
	462-pin
	AMD interface introduced with the first Athlon processors (Thunderbird) with on-die L2 cache. Subsequently adopted throughout AMD's CPU range.

	Socket 423
	423-pin
	Introduced to accommodate the additional pins required for the Pentium 4's completely new FSB. Includes an Integral Heat Spreader, which both protects the die and provides a surface to which large heat sinks can be attached.

	Socket 603
	603-pin
	The connector for Pentium 4 Xeon CPUs. The additional pins are for providing more power to future CPUs with large on-die (or even off-die) L3 caches, and possibly for accommodating inter-processor-communication signals for systems with multiple CPUs. 

	Socket 478
	478-pin
	Introduced in anticipation of the introduction of the 0.13-micron Pentium 4 Northwood CPU at the beginning of 2002. It's micro Pin Grid Array (µPGA) interface allows both the size of the CPU itself and the space occupied by the socket on the motherboard to be significantly reduced.
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Last Updated - 8Oct03
The PC's adaptability - its ability to evolve many different interfaces allowing the connection of many different classes of add-on component and peripheral device - has been one of the key reasons for its success. In essence, a modern PC system of today is little different to IBM's original design - a collection of components, both internal and external, interconnected by a series of electrical data highways over which data travels as it is completes the processing cycle that transforms it from an item of input to an item of output. These "buses", as they are called, connect all the PC's internal components and external devices and peripherals to its CPU and main memory (RAM). 

The fastest bus of all is the connection between the processor and its primary cache, and this is kept within the CPU chip. The next level down is the system bus, which links the processor with memory, both the small amount of Static RAM (SRAM) secondary cache and the far larger main banks of Dynamic RAM (DRAM). The system bus is 64 bits wide and, for Intel-based designs, was capped at 66MHz until early 1998, when a new Pentium II chipset raised this to 100MHz. The CPU doesn't communicate directly with the memory, but through the intermediary of the System Controller chip, which manages the host bus and bridges between it and, in modern PCs, the PCI bus.

Processors using a Dual Independent Bus (DIB) architecture - present on Intel designs from the Pentium II onwards - have replaced the single system bus with two independent buses, one for accessing main memory and the other for accessing the Level 2 cache. These are referred to as the frontside bus and the backside bus respectively.

The key concept was of an open architecture based on a simple expansion bus that facilitated the easy connection of additional components and devices. Nearly two decades after its introduction, it was still possible to fit original add-on cards into a modern PC - a tribute to the staying power of the design. Whilst there have been a number of dead ends along the way, the evolution of standard expansion bus designs has been remarkably robust over the years.

Bus terminology
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A modern-day system can be viewed as comprising just two classes of bus: a System Bus, connecting the CPU to main memory and Level 2 cache, and a number of I/O Busses, connecting various peripheral devices to the CPU - the latter being connected to the system bus via a "bridge", implemented in the processor's chipset.

In Dual Independent Bus (DIB) architecture systems the single system bus is replaced by a "frontside bus" for shuttling data between the CPU and main memory, and between the CPU and peripheral buses and a "backside bus" for accessing Level 2 cache. The use of dual independent buses boosts performance, enabling the CPU to access data from either of its buses simultaneously and in parallel. Over time, the terms "FSB" and "system bus" came to be used interchangeably.

The evolution of PC bus systems over a period of more than a decade has given rise to a profusion of terminology, much of it confusing, redundant or obsolete. The system bus is often referred to as the "main bus", "processor bus" or "local bus". Alternative generic terminology for an I/O bus includes "expansion bus", "external bus", "host bus" as well as, rather confusingly, "local bus".

A given system can use a number of different I/O bus systems and a typical arrangement is for the following to be implemented concurrently:

· an ISA Bus, the oldest, slowest and soon to become obsolete I/O Bus system 

· a PCI Bus, present on Pentium-class systems since the mid-1990s 

· a USB Bus, the replacement for the PC's serial port which allows up to 127 devices to connected using either a hub device or by daisy-chaining. 

ISA bus
When it appeared on the first PC the 8-bit ISA bus ran at a modest 4.77MHz - the same speed as the processor. It was improved over the years, eventually becoming the Industry Standard Architecture (ISA) bus in 1982 with the advent of the IBM PC/AT using the Intel 80286 processor and 16-bit data bus. At this stage it kept up with the speed of the system bus, first at 6MHz and later at 8MHz.

The ISA bus specifies a 16-bit connection driven by an 8MHz clock, which seems primitive compared with the speed of today's processors. It has a theoretical data transfer rate of up to 16 MBps. Functionally, this rate would reduce by a half to 8 MBps since one bus cycle is required for addressing and a further bus cycle for the 16-bits of data. In the real world it is capable of more like 5 MBps - still sufficient for many peripherals - and the huge number of ISA expansion cards ensured its continued presence into the late 1990s. 

As processors became faster and gained wider data paths, the basic ISA design wasn't able to change to keep pace. As recently as the late 1990s most ISA cards remained as 8-bit technology. The few types with 16-bit data paths - hard disk controllers, graphics adapters and some network adapters - are constrained by the low throughput levels of the ISA bus, and these processes can be better handled by expansion cards in faster bus slots. ISA's death-knell was sounded in the PC99 System Design Guide, co-written by the omnipotent Intel and Microsoft. This categorically required the removal of ISA slots, making its survival into the next millennium highly unlikely.

Indeed, there are areas where a higher transfer rate than ISA could support was essential. High resolution graphic displays need massive amounts of data, particularly to display animation or full-motion video. Modern hard disks and network interfaces are certainly capable of higher rates.

The first attempt to establish a new standard was the Micro Channel Architecture (MCA), introduced by IBM. This was closely followed by Extended ISA (EISA), developed by a consortium made up of IBM's major competitors. Although these systems both operate at clock rates of 10MHz and 8MHz respectively, they are both 32-bit and capable of transfer rates well over 20 MBps. As its name suggests, an EISA slot can also take a conventional ISA card. However, MCA is not compatible with ISA at all. 

Neither system flourished, largely because they were too expensive to merit support on all but the most powerful file servers.

Local bus
Intel 80286 motherboards were capable of running expansion slots and the processor at different speeds over the same bus. However, dating from the introduction of the 386 chip in 1987, motherboards provided two bus systems. In addition to the "official" bus - whether ISA, EISA or MCA - there was also a 32-bit "system bus" connecting the processor itself to the main memory. It was the rise in popularity of the Graphical User Interface (GUI) - such as Microsoft Windows - and the consequent need for faster graphics that originally drove the concept of local bus peripherals. The bus by which they were connected was commonly referred to as the "local bus" because its high speed and the delicate nature of the processor means that it can only function over short distances.

Initial efforts to boost speed were proprietary: manufacturers integrated the graphics and hard disk controller into the system bus. This achieved significant performance improvements but limited the upgrade potential of the system. As a result, in the early 1990s, a group of graphics chipset and adapter manufacturers, the Video Electronics Standards Association (VESA), established a non-proprietary high-performance bus standard. Essentially, this extended the electronics of the 486 system bus to include two or three expansion slots: the VESA Local Bus (VL-Bus). The VL-Bus worked well and many cards became available, predominately graphics and IDE controllers.

The main problem with VL-Bus was its close coupling with the main processor. Connecting too many devices risked interfering with the processor itself, particularly if the signals went through a slot. VESA recommended that only two slots be used at clock frequencies up to 33MHz, or three if they are electrically buffered from the bus. At higher frequencies no more than two devices should be connected, and at 50MHz or above they should both be built into the motherboard.

The fact that the VL-Bus ran at the same clock frequency as the host CPU became a problem as processor speeds increased. The faster the peripherals are required to run, the more expensive they are, due to the difficulties associated with manufacturing high-speed components. Consequently, the difficulties in implementing the VL-Bus on newer chips such as the 40MHz and 50MHz 486s and the new 60/66MHz Pentium created the perfect conditions for Intel's PCI (Peripheral Component Interconnect).

PCI bus
Intel's original work on the PCI standard was published as revision 1.0 and handed over to a separate organisation, the PCI SIG (Special Interest Group). The SIG produced the PCI Local Bus Revision 2.0 specification in May 1993: it took in the engineering requests from members, and gave a complete component and expansion connector definition, something which could be used to produce production- ready systems based on 5 volt technology. Beyond the need for performance, PCI sought to make expansion easier to implement by offering plug and play (PnP) hardware - a system that enables the PC to adjust automatically to new cards as they are plugged in, obviating the need to check jumper settings and interrupt levels. Windows-95, launched in the summer of that year, provided operating system software support for plug and play and all current motherboards incorporate BIOSes which are designed to specifically work with the PnP capabilities it provides. By 1994 PCI was established as the dominant Local Bus standard.
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While the VL-Bus was essentially an extension of the bus, or path, the CPU uses to access main memory, PCI is a separate bus isolated from the CPU, but having access to main memory. As such, PCI is more robust and higher performance than VL-Bus and, unlike the latter which was designed to run at system bus speeds, the PCI bus links to the system bus through special "bridge" circuitry and runs at a fixed speed, regardless of the processor clock. PCI is limited to five connectors, although each can be replaced by two devices built into the motherboard. It is also possible for a processor to support more than one bridge chip. It is more tightly specified than VL-Bus and offers a number of additional features. In particular, it can support cards running from both 5-volt and 3.3-volt supplies using different "key slots" to prevent the wrong card being put in the wrong slot. 

In its original implementation PCI ran at 33MHz. This was raised to 66MHz by the later PCI 2.1 specification, effectively doubling the theoretical throughput to 266 MBps - 33 times faster than the ISA bus. It can be configured both as a 32-bit and a 64-bit bus, and both 32-bit and 64-bit cards can be used in either. 64-bit implementations running at 66MHz - still rare by mid-1999 - increase bandwidth to a theoretical 524 MBps. PCI is also much smarter than its ISA predecessor, allowing interrupt requests (IRQs) to be shared. This is useful because well-featured, high-end systems can quickly run out of IRQs. Also, PCI bus mastering reduces latency and results in improved system speeds. 

Since mid-1995 the main performance-critical components of the PC have communicated with each other across the PCI bus. The most common PCI devices are the disk and graphics controllers, which are either mounted directly onto the motherboard or on expansion cards in PCI slots. 

AGP
As fast and wide as the PCI bus was, there was one task that threatened to consume all its bandwidth: displaying graphics. Early in the era of the ISA bus, monitors were driven by simple Monochrome Display adapter (MDA) and Colour Graphics Array (CGA) cards. A CGA graphics display could show four colours (two bits of data) at 320 by 200 pixels screen resolution at 60Hz, which required 128,000 bits of data per screen, or just over 937 KBps. An XGA image at a 16-bit colour depth requires 1.5MB of data for every image, and at a vertical refresh rate of 75Hz, this amount of data is required 75 times each second. Thanks to modern graphics adapters, not all of this data has to be transferred across the expansion bus, but 3D imaging technology created new problems. 

3D graphics have made it possible to model both fantastic and realistic worlds on-screen in enormous detail. Texture mapping and object hiding require huge amounts of data, and the graphics adapter needs to have fast access to this data to avoid the frame rate dropping and action appearing jerky. It was beginning to look as though the PCI peak bandwidth of 132 MBps was not up to the job.

Intel's solution was to develop the Accelerated Graphics Port (AGP) as a separate connector that operates off the processor bus. The AGP chipset acts as the intermediary between the processor and Level 2 cache contained in the Pentium II's Single Edge Contact Cartridge, the system memory, the graphics card and the PCI bus. This is called Quad Port acceleration.

AGP operates at the speed of the processor bus, now known as the frontside bus. At a clock rate of 66MHz this is double the PCI clock speed and means that the peak base throughput is 264 MBps.
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For graphics cards specifically designed to support it, AGP allows data to be sent during both the up and down clock cycle, doubling the clock rate to 133MHz and peak transfer to 528 MBps. This is known as 2x. To improve the length of time that AGP can maintain this peak transfer, the bus supports pipelining, which is another improvement over PCI. A pipelining 2x graphics card will be able to sustain throughput at 80% of the peak. AGP also supports queuing of up to 32 commands via a process called Sideband Addressing (SBA), the commands being sent while data is being received. This allows the bus to sustain peak performance for 95% of the time, according to Intel. 

AGP's four-fold bandwidth improvement and graphics-only nature ensures that large transfers of 3D graphics data don't slow up the action on screen; nor will graphics data transfers be interrupted by other PCI devices. Being primarily intended to boost 3D performance, AGP also provides other improvements that are specifically aimed at this function. 

With its increased access speed to system memory over the PCI bus, AGP can use system memory as if it's actually on the graphics card. This is called Direct Memory Execute (DIME). A device called a Graphics Aperture Remapping Table (GART) handles the RAM addresses so that they can be distributed in small chunks throughout system memory rather than hijacking one large section, and presents them to a DIME-enabled graphics card as if they're part of on-board memory. The main use for DIME is to allow much larger textures to be used because the graphics card can have a much larger memory space in which to load the bitmaps used.

AGP was initially only available in Pentium II systems based on Intel's 440LX chipset. However, despite no Intel support (and therefore thanks to the efforts of other chipset manufacturers such as VIA), it had also found its way onto motherboards designed for Pentium-class processors by early 1998.

Intel's release of version 2.0 of the AGP specification, combined with the AGP Pro extensions to this specification, mark an attempt to have AGP taken seriously in the 3D graphics workstation market. AGP 2.0 defines a new 4x-transfer mode that allows four data transfers per clock cycle on the 66MHz AGP interface. This delivers a maximum theoretical bandwidth between the AGP device and system memory of 1.0 GBps. The new 4x mode has a much higher potential throughput than 100MHz SDRAM (800 MBps), so the full benefit wasn't seen until the implementation of 133MHz SDRAM and Direct Rambus DRAM (DRDRAM) in the second half of 1999. AGP 2.0 was supported by chipsets launched early in 1999 to provide support for Intel's Katmai processor.

AGP Pro is a physical specification aimed at satisfying the needs of high-end graphics card manufacturers, who are currently limited by the maximum electrical power that can be drawn by an AGP card (about 25W). AGP Pro caters for cards that draw up to 100W, and will use a slightly longer AGP slot that will also take current AGP cards.

Internal interfaces summary
The following table summarises the various interface standards for internal host adapter cards, in use as at mid-1998:

	Standard
	Typical uses
	Burst DTR
	Outlook

	ISA
	Sound cards, modems
	2 MBps to 8.33 MBps
	Expected to be phased out by late 1999

	EISA
	Network, SCSI adapters
	33 MBps
	Almost entirely phased out; superseded by PCI

	PCI
	Graphics cards, SCSI adapters, new generation sound cards
	133 MBps
(standard 32-bit, 33MHz bus)
	Standard add-in peripheral bus

	AGP
	Graphics cards
	528 MBps
(2x mode)
	Standard in all Intel-based PCs from the Pentium II; co-exists with PCI


PCI-X
PCI-X v1.0, a high performance addendum to the PCI Local Bus specification co-developed by IBM, Hewlett-Packard, and Compaq - normally competitors in the PC server market - was unanimously approved by the Peripheral Component Interconnect Special Interest Group (PCI SIG) in the autumn of 1999. Fully backward compatible with standard PCI, PCI-X was seen as an immediate solution to the increased I/O requirements for high-bandwidth enterprise applications such as Gigabit Ethernet, Fibre Channel, Ultra3 SCSI and high-performance graphics. 

PCI-X not only increases the speed of the PCI bus but also the number of high-speed slots. With the current design, PCI slots run at 33MHz and one slot can run at 66 MHz. PCI-X doubles the current performance of standard PCI, supporting one 64-bit slot at 133MHz, for an aggregate throughput of 1 GBps. The new specification also features an enhanced protocol to increase the efficiency of data transfer and to simplify electrical timing requirements, an important factor at higher clock frequencies. 

For all its performance gains, PCI-X was positioned as an interim technology while the same three vendors develop a more long-term I/O bus architecture, referred to as Future I/O. While of potential use throughout the entire computer industry, the initial application of PCI-X was expected to be in server and workstation products, embedded systems and data communication environments.

The symbolism of a cartel of manufacturers making architectural changes to the PC server without consulting Intel is seen as being a significant development. At the heart of the dispute is who gets control over future server I/O technology. The PCI-X faction - already wary of Intel's growing dominance in the hardware business - hoped to wrest some control by developing and defining the next generation of I/O standards, which they hope Intel will eventually support. Whether this would succeed - or merely generate a standards war - was a moot point since the immediate effect was merely to provoke Intel into leading another group of vendors in the development of rival I/O technology, which they referred to as "Next Generation I/O" (NGIO). 

In 2002 PCI-X 2.0 emerged, initially doubling and ultimately promising to quadruple the speed of PCI-X. It's longevity contributed to the path to PCI's eventual successor being a bumpy one.

PCI Express
By the summer of 1999 the proponents of Future I/O and NGIO had called a truce and agreed to merge the two technologies into a new specification. Originally, this went by the working name of System I/O. However, by the end of the year it had been renamed InfiniBand. In the end the technology - which would have required the industry to adopt new hardware and software - proved just a little too revolutionary for most computing companies to feel comfortable about adopting and by the end of 2001 it had pretty much been relegated to a niche market. 

In the summer of 2001 Intel had signalled that the writing was on the wall for Infiniband when it developed yet another technology, which it called Third-Generation Input/Output (3GIO). Also known as Arapahoe, this was adopted by the PCI SIG in the summer of 2001. Early the following year, ownership of 3GIO was transferred to the PCI-SIG where it was re-named the PCI Express Architecture. Finally the industry had reached a decision on PCI's successor. It is one which represents a more evolutionary approach than some of the schemes that had been proposed earlier, the move to PCI Express being expected to be similar to the ISA/EISA to PCI transition experienced in the early 1990s.

The PCI Express Architecture defines a flexible, scalable, high-speed, serial, point-to-point, hot pluggable/hot swappable interconnect that is software-compatible with PCI. Whilst PCI Express is positioned as a complementary technology to PCI and PCI-X, it's intended to replace AGP. Indeed, one of its initial targeted applications is for use as a graphics I/O attach point. The first generation of PCI Express Architecture provides twice the bandwidth of AGP 8x and is capable of supporting multiple graphics I/O devices in a single system. 

Unlike it's predecessor, PCI Express is a serial link. Serial bus architectures deliver more bandwidth per pin than parallel bus architectures and scale more easily to higher bandwidths. They allow for a network of dedicated point-to-point links between devices rather than the multi-drop scheme used by parallel bus architectures. This eliminates the need for bus arbitration, provides deterministic low latency and greatly simplifies hot plug/hot swap system implementations. It is anticipated that one consequence of this will be a reduction in board area of up to 50%.

A variant of PCI Express is also expected to eventually replace the "southbridge" in PC chipsets, a companion chip that connects the processor to the outside world. It will not, however, be used to replace the "northbridge" which connects the processor to main memory. 

A PCI Express Architecture point-to-point connection with 32 data lanes provides total bandwidth of 16 GBps, sufficient to support the control plane and data plane demands of communications systems well into the foreseeable future. Chips for building PCI Express into computers are expected to emerge by the end of 2003, with complete PCs arriving the following year. 

IDE
One of the earliest and most significant standards introduced into PC hardware was IDE (Integrated Drive Electronics), a standard which controls the flow of data between the processor and the hard disk. The IDE concept was initially proposed by Western Digital and Compaq in 1986 to overcome the performance limitations of earlier subsystem standards like ST506 and ESDI. The term IDE itself is not an actual hardware standard, but the proposals were incorporated into an industry-agreed interface specification known as ATA (AT Attachment). The parallel ATA standard evolved from the original IBM Advanced Technology (AT) interface and defines a command and register set for the interface, creating a universal standard for communication between the drive unit and the PC.

One of the major innovations introduced by IDE was the integration of the disk controller functions onto the disk drive itself. The separation of the controller logic from the interface made it possible for drive manufacturers to enhance the performance of their drives independently - there were no performance-boosting features incorporated into the ATA interface itself. IDE drives connect straight to the system bus with no need for a separate controller on the bus, thereby reducing overall cost.

The mass acceptance of the IDE standard hinged on its ability to serve the needs of the market in terms of two important criteria: cost and compatibility. Over the years, these two factors have been more significant to mainstream PC users than high performance and as a result IDE rapidly became established as a mass market standard.

Since the implementation of the ATA standard, the PC has changed dramatically. The IDE specification was designed to support two internal hard disks, each with a maximum capacity of 528MB, and in 1986 this upper limitation seemed to be beyond all imaginable requirements for PC users. But within ten years, faster processors and new local bus technology (VLB and PCI) were introduced, and this combined with increasingly demanding software made the IDE interface into a performance bottleneck. 

EIDE
In 1993 Western Digital brought EIDE (Enhanced IDE) onto the market. EIDE is a standard designed to overcome the constraints of ATA while at the same time maintaining backward compatibility. EIDE supports faster data transfer rates - with Fast ATA capable of burst rates up to a 16.6 MBps - and higher disk capacities, up to 137GB since mid-1998, when the previous 8.4GB limit was raised.
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The four possible devices on an EIDE system are handled by two channels. Each channel supports two devices in a master/slave configuration. The primary port is generally connected to a local bus (for example, PCI), and this is set to the same address and IRQ setting as it was on the standard IDE system. This ensures backward compatibility with IDE systems and prevents conflicts which would otherwise crop up with operating system software, or other software which communicates with an IDE device. The old IDE system must be set up to cope with the enhancements in EIDE (higher performance and increased hard disk capacity) and this is enabled by additional software.

When the host needs data to be either read or written, the operating system first determines where the data is located on the hard drive - the head number, cylinder, and sector identification. The operating system then passes the command and address information to the disk controller, which positions the read/write heads over the right track. As the disk rotates, the appropriate head reads the address of each sector on the track. When the desired sector appears under the read/write head, the necessary data is read into the cache buffer, usually in 4K blocks. Finally, the hard drive interface chip sends the data to the host.

The ability to support non-disk peripherals such as CD-ROM drives and tape drives was made possible by the ATAPI (AT Attachment Packet Interface) specification, defined by Western Digital. The ATAPI extension of the ATA protocol defines a single command set and single register set allowing other devices to share the ATA bus with traditional ATA HDDs. It includes several commands which are specific to CD-ROM devices, including the Read CD command group as well as a CD speed-select command.

In addition to ATAPI, EIDE supports transfer standards developed by the ATA Committee. The Programmed Input/Output (PIO) modes are a range of protocols for a drive and IDE controller to exchange data at different rates which define specifications for the CPU's involvement in data transfer between the hard drive and memory. Many drives also support Direct Memory Access (DMA) operation as an alternative protocol to PIO modes. This is where the drive takes over the bus (bus mastering) and transfers data directly to system memory. This is better for multitasking PCs as the CPU can do other things while data transfer occurs, although its only in systems using Triton HX/VX or later chipsets that the CPU can use the memory or ISA buses while the PCI bus is in use. An OS device driver is needed for DMA, and a system's BIOS must also support these specifications to take advantage of them.

The hard drive industry subsequently adopted a number of approaches to enhance performance further. The first was to enlarge drive capacity. This was accomplished by making the tracks on the disk closer together (track density) and the data written on each track more dense (linear density). By making more data available during each rotation internal data transfer rates were effectively increased. There then followed number of vendor-specific measures to improve data transfer rates further, such as producing higher rpm drives, or modifying the cache buffer algorithms. The ultimate step was to modify the ATA/IDE protocol itself.

The original ATA specification was for connecting drives to the ISA bus and host transfers were limited to 2-3 MBps. The newer ATA-2 or Fast ATA interface connect to a local bus instead and the higher bandwidths available on local bus architectures meant massively improved data throughput. Since systems and drive vendors are allowed to label their products as EIDE even when supporting only a subset of it's specifications, several vendors use the term Fast ATA (AT Attachment) for their EIDE hard drives that support PIO Mode 3 and Multiword Mode 1 DMA, and Fast ATA-2 for drives that support PIO Mode 4 and Multiword Mode 2 DMA. 

Ultra ATA
In the second half of 1997 EIDE's 16.6 MBps limit was doubled to 33 MBps by the new Ultra ATA (also referred to as ATA-33 or Ultra DMA mode 2 protocol). As well as increasing the data transfer rate, Ultra ATA also improved data integrity by using a data transfer error detection code called Cyclical Redundancy Check (CRC).

The original ATA interface is based on transistor-transistor logic (TTL) bus interface technology, which is in turn based on the old industry standard architecture (ISA) bus protocol. This protocol uses an asynchronous data transfer method. Both data and command signals are sent along a signal pulse called a strobe, but the data and command signals are not interconnected. Only one type of signal (data or command) can be sent at a time, meaning a data request must be completed before a command or other type of signal can be sent along the same strobe.
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Starting with ATA-2 the more efficient synchronous method of data transfer is used. In synchronous mode, the drive controls the strobe and synchronises the data and command signals with the rising edge of each pulse. Synchronous data transfers interpret the rising edge of the strobe as a signal separator. Each pulse of the strobe can carry a data or command signal, allowing data and commands to be interspersed along the strobe. To get improved performance in this environment, it is logical to increase the strobe rate. A faster strobe means faster data transfer, but as the strobe rate increases, the system becomes increasingly sensitive to electro-magnetic interference (EMI, also known as signal interference or noise) which can cause data corruption and transfer errors. ATA-2 includes PIO mode 4 or DMA Mode 2 which, with the advent of the Intel Triton chipset in 1994, allowed support for a higher data transfer rate of 16.6 MBps.

ATA-3 added the Self-Monitoring Analysis and Reporting Technology (SMART) feature, which resulted in more reliable hard drives.

ATA-4 includes Ultra ATA which, in an effort to avoid EMI, makes the most of existing strobe rates by using both the rising and falling edges of the strobe as signal separators. Thus twice as much data is transferred at the same strobe rate in the same time period. While ATA-2 and ATA-3 transfer data at burst rates up to 16.6 Mbytes per second, Ultra ATA provides burst transfer rates up to 33.3 MBps. The ATA-4 specification adds Ultra DMA mode 2 (33.3 MBps) to the previous PIO modes 0-4 and traditional DMA modes 0-2. The Cyclical Redundancy Check (CRC) implemented by Ultra DMA was new to ATA. The CRC value is calculated on a per-burst basis by both the host and the HDD controller, and is stored in their respective CRC registers. At the end of each burst, the host sends the contents of its CRC register to the HDD controller, which compares the host's value against its own. If the HDD controller reports an error to the host, the host retries the command that produced the CRC error.

ATA-4 also provided for the integration of the AT Attachment Program Interface (ATAPI) standard. Up until this time ATAPI - which provides a common interface for CD-ROM drives, tape backup drives and other removable storage drives - had been a separate standard.

ATA-5 includes Ultra ATA/66 which doubles the Ultra ATA burst transfer rate by reducing setup times and increasing the strobe rate. The faster strobe rate increases EMI, which cannot be eliminated by the standard 40-pin cable used by ATA and Ultra ATA. To eliminate this increase in EMI, a new 40-pin, 80-conductor cable was developed. This cable adds 40 additional grounds lines between each of the original 40 ground and signal lines. The additional 40 lines help shield the signal from EMI. The new connector remains plug-compatible with existing 40-pin headers and Ultra ATA/66 hard drives are backward-compatible with Ultra ATA/33 and DMA, and with existing EIDE/IDE hard drives, CD-ROM drives and host systems. The ATA-5 specification introduces new Cyclic Redundancy Check (CRC) error detection code and adds Ultra DMA modes 3 (44.4 MBps) and 4 (66.6 MBps) to the previous PIO modes 0-4, DMA modes 0-2, and Ultra DMA mode 2.

ATA-6 - also referred to as Ultra DMA mode 5 - soon followed. This increased higher burst data transfer rates to a maximum 100 MBps by reducing its signal voltage - and associated timing requirements - from 5V to 3.3V.

The table below shows that several components have improved with the evolution of the ATA interface, realising progressive speed and functionality gains since the first ATA specification was introduced in 1981:

	Specification
	ATA
	ATA-2
	ATA-3
	ATA-4
	ATA-5
	ATA-6

	Max Transfer Modes
	PIO 1
	PIO 4
DMA 2
	PIO 4
DMA 2
	PIO 4
DMA 2
UDMA 2
	PIO 4
DMA 2
UDMA 4
	PIO 4
DMA 2
UDMA 5

	Max Transfer Rate
	4 MBps
	16 MBps
	16 MBps
	33 MBps
	66 MBps
	100 MBps

	Max Connections
	2
	2
	2
	2 per cable
	2 per cable
	2 per cable

	Cable Required
	40-pin
	40-pin
	40-pin
	40-pin
	40-pin, 80-conductor
	40-pin, 80-conductor

	CRC
	No
	No
	No
	Yes
	Yes
	Yes

	Introduced
	1981
	1994
	1996
	1997
	1999
	2000


Ultra ATA/100 had been expected to be the final generation of Parallel ATA interface before the industry completed its transition to Serial ATA. However, in the event, ATA/133 - also known as UltraDMA 133 - was announced in mid-2001, increasing throughput yet again, this time to 133 MBps.

Serial ATA
In recent years, two alternative serial interface technologies - Universal Serial Bus (USB) and IEEE 1394 - have been proposed as possible replacements for the Parallel ATA interface. However, neither interface has been able to offer the combination of low cost and high performance that has been the key to success of the traditional Parallel ATA interface. However, in spite of its success, the Parallel ATA interface has a long history of design issues. Most of these issues have been successfully overcome or worked around. However, some have persisted, and in 1999 the Serial ATA Working Group - comprising companies including APT Technologies, Dell, IBM, Intel, Maxtor, Quantum, and Seagate Technologies - was formed to begin work on a Serial Advanced Technology Attachment (ATA) storage interface for hard-disk drives and ATA Packet Interface (ATAPI) devices that is expected to replace the current Parallel ATA interface.
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Compared with Parallel ATA, Serial ATA will have lower signalling voltages and reduced pin count, will be faster and more robust, and will have a much smaller cable. It will also be completely software compatible with Parallel ATA and provide backward compatibility for legacy Parallel ATA and ATAPI devices. This will be achieved either using chip sets that support Parallel ATA devices in conjunction with discrete components that support Serial ATA devices, or by the use of serial and parallel dongles, which adapt parallel devices to a serial controller or adapt serial devices to a parallel controller. 

Serial ATA's primary benefits over Parallel ATA include:

· Reductions in voltage and pin count: Serial ATA's low-voltage requirement (500 mV peak-to-peak) will effectively alleviate the increasingly difficult-to-accommodate 5-volt signalling requirement that hampers the current Parallel ATA interface. 

· Smaller, easier-to-route cables: Elimination of the cable-length limitation: The Serial ATA architecture replaces the wide Parallel ATA ribbon cable with a thin, flexible cable that can be up to 1 meter in length. The serial cable is smaller and easier to route inside a PC's chassis and eliminates the need for the large and cumbersome 40-pin connectors required by Parallel ATA. The small-diameter cable also helps improve air flow inside the PC system chassis and will facilitate future designs of smaller PC systems. 

· Improved data robustness: Serial ATA will offer more thorough error checking and error correcting capabilities than are currently available with Parallel ATA. The end-to-end integrity of transferred commands and data can be guaranteed across the serial bus. 

First-generation Serial ATA began to ship in mid-2002 with support for data transfer rates of up to 150 MBps. Subsequent versions of the specification are expected to increase performance to support data transfer rates of 300 MBps and, later, 600 MBps.

SCSI
As with most specifications in the computer world, the original SCSI (pronounced scuzzy) specification was completed (in 1986) after work had already begun on a better version (SCSI-2). It was developed as a result of attempts by Shugart and NCR to develop a new interface for minicomputers. The basis of the interface was, and still is, the set of commands that control data transfer and communication among devices. The commands were the strength of SCSI, because they made the interface intelligent; but they were also its initial weakness, as there wasn't enough of a standard for the command set to be truly useful to device manufacturers. Consequently, in the mid-1980s, the Common Command Set (CCS) extension was developed to standardise SCSI commands. 

SCSI, like EIDE, is a bus which controls the flow of data (I/O) between the computer's processor and it's peripherals, the most common of which is the hard drive. Unlike EIDE, SCSI requires an interface to connect it to a PC's PCI or ISA bus. This isn't a controller: it's correctly called a "host dapter". The actual controllers are built into each SCSI device. They "chain" SCSI peripherals to the SCSI bus via the host adapter.

SCSI's most obvious strength is the number of devices it can control. Whereas IDE interfaces are restricted to two disk drives, and today's EIDE interfaces to four devices, which can include hard disks and CD-ROM drives, a SCSI controller can handle up to eight devices (including the host adapter card, which counts as a device). Furthermore, the device can vary from hard disks and CD-ROM drives, to CD-Rs, optical drives, printers, scanners, media changers, network cards and much more. 
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Each device on the chain, including the host, must be identified by a unique ID number. One SCSI device must not use the same ID number as another, but they may be numbered non-sequentially. Most SCSI host adapters feature external and internal connectors, with the option for the chain to extend in either or both directions. There's no relationship between the IDs and the physical position on the bus, but both ends must be electrically "terminated" with resistors to prevent signal reflections and guarantee data integrity over long cable lengths. Termination comes in several varieties, from physical jumpers or plugs to software configurations.

Vanilla SCSI supports up to eight devices, using ID numbers 0 to 7. The controlling host adapter traditionally occupies ID 7 and boots the operating system from the device with the lowest ID number. Most SCSI systems set the boot hard drive at ID 0, leaving IDs 1 to 6 free for other non-booting devices. When a SCSI system starts up, all the devices on the bus are listed along with their ID number.

The SCSI host adapter takes up a hardware interrupt request line (IRQ), but the devices attached to the card don't, which significantly increases expandability. In fact, it's possible to add a second SCSI card for seven additional devices. Better still, a "twin-channel" SCSI card takes up only one IRQ and handles up to 15 peripheral devices.

SCSI evolution
SCSI-1, the original 1986 standard, is now obsolete. It used asynchronous transfer, where the host and the device, blind to the other's maximum potential, slowly exchanged 8 bits at a time, offering a bandwidth of 3 MBps. SCSI-1 allowed up to eight devices - the host adapter and up to seven hard disks.

With synchronous transfer, the host and the device together determine the highest rate of transfer they can sustain and stick to it. Work started on SCSI-2 in 1986, the standard finally being approved by the American National Standards Institute (ANSI) in 1994. SCSI-2 featured synchronous transfer, raising the bandwidth to 5 MBps and added specifications for attaching devices other than hard disks, moving it into its role as a multiple-device interface.

SCSI-2 also added two optional speed improvements: doubling the signalling rate to 10MHz (Fast SCSI), and adding a second "P" cable to the SCSI bus, allowing 16-bit or 32-bit data transfers (Wide SCSI). These two options can be used separately or combined in Fast Wide SCSI, capable of a sustained data transfer rate of 20 MBps. Wide SCSI adapters may support up to 16 devices on a single chain, with IDs 0 to 15.

After SCSI-2 things get a little confusing. The SCSI-3 specification, drafted in 1996, splits SCSI into a number of specifications, including:

· the SCSI Parallel interface (SPI), which defines the specification governing the workings of SCSI cables, and 

· the SCSI Interlock Protocol (SIP), which sets out the commands for all SCSI devices. 

each document having its own revision level.

Importantly, SCSI-3 eliminates the need for a second cable for Fast SCSI or Wide SCSI and adds support for fibre-optic cable. Another major addition is SCAM (SCSI Configuration Auto-Magically), which addresses one of the common complaints about SCSI - that it was difficult to install and configure. A subset of Plug and Play, SCAM allows for self-configuring SCSI devices that select their own ID number, rather than the manual assignment of IDs in SCSI-1 and 2. It also allows autotermination.

UltraSCSI (also known as Fast-20) is an extension of SCSI-2 that doubles the signalling rate of the SPI specification to 20MHz, at the cost of shortening the length of the SCSI bus to 1.5m. In 1998 SPI-2 doubled the speed again to Fast-40 commonly, know as Ultra2 SCSI. By running the bus at 40MHz the 16-bit Wide implementation achieves a theoretical maximum bandwidth of 80 MBps.

The manner in which data is transmitted across a SCSI bus is defined by the method of signalling used. There are three types of SCSI Signaling that can be used: High-voltage differential (HVD), Low-voltage differential (LVD) and Single Ended (SE). HVD and SE have been around since the early SCSI standards, the latter's popularity being largely because of the longer cable lengths it allows. LVD was introduced with the Ultra2 SCSI implementation and, in many ways, represents a compromise between its two predecessors. Using 3 volt instead of the standard 5 volt logic, it has all the advantages of 5V High Voltage Differential, but without the need for expensive transceivers. As well as being much less susceptible to noise interference, LVD allows cable lengths of up to 12m, even when the full 16 devices are attached. 

LVD's lower voltage also confers other advantages. The lower voltage and lower current requirements of LVD SCSI drivers means lower heat dissipation. That in turn means that the differential drivers can be included on the LVD SCSI interface ASIC, resulting in an interface with a smaller parts count, lower parts cost, a requirement for less real estate on the PCB and increased reliability.

Announced in late 1999, SPI-3 doubled the speed again to Fast-80. Commonly know as Ultra160 SCSI, this raised throughput to 160 MBps on a wide bus and offered three main improvements over Ultra2 in terms of the technology:

· cyclic redundancy checking (CRC), which checks all transferred data, adding significantly to data integrity 

· domain validation, which intelligently verifies system configuration for improved reliability, and 

· double transition clocking, which is the main reason for the improved bandwidth. 

2001 saw the announcement of Ultra320 SCSI, which built on the improvements realised by Ultra160 SCSI, adding features such as Packet Protocol and Quick Arbitration Select to further improve SCSI performance to 320 MBps.

There have been seven generations of SCSI since the first "true" SCSI interface standard was approved by ANSI in 1986. During that time the protocol has evolved from an 8-bit, single-ended interface transferring data at 5 MBps to a 16-bit, differential interface transferring data at 320 MBps:

	Version
	Max. Bus Speed
(MBps)
	Bus Width
(Bits)
	Max. Bus Length
(Metres)
	Max. Device Support

	
	
	
	Single-ended
	LVD
	HVD
	

	SCSI-1
	5
	8
(Narrow)
	6
	-
	25
	8

	Fast SCSI
	10
	8
	3
	-
	25
	8

	Fast Wide SCSI
	20
	16
(Wide)
	3
	-
	25
	16

	Ultra SCSI
	20
	8
	1.5
	-
	25
	8

	Ultra SCSI
	20
	8
	3
	-
	-
	4

	Wide Ultra SCSI
	40
	16
	-
	-
	25
	16

	Wide Ultra SCSI
	40
	16
	1.5
	-
	-
	8

	Wide Ultra SCSI
	40
	16
	3
	-
	-
	4

	Ultra2 SCSI
	40
	8
	Not defined for speeds beyond Ultra
	12
	25
	8

	Wide Ultra2 SCSI
	80
	16
	-
	12
	25
	16

	Ultra3 SCSI or Ultra160 SCSI
	160
	16
	-
	12
	Not defined for speeds beyond Ultra2
	16

	Ultra320 SCSI
	320
	16
	-
	12
	-
	16


SCSI is entirely backward compatible, with ancient SCSI-1 devices operating on the latest host adapters. Of course, to exploit the potential of faster, more recent SCSI devices, a matching host adapter is required. Similarly, the fastest host won't speed up an old, slow SCSI device. 

SCSI has become the accepted standard for server-based mass storage and the Ultra2 LVD implementation is often seen teamed up with Redundant Array of Independent Disks (RAID) arrays to provide both high speed and high availability. However, its dominance of server storage is coming under increasing pressure from the Fibre Channel standard.

Fibre Channel
The committee charged with developing Fibre Channel technology was established within the American National Standards Institute in 1989. Two years later IBM, Hewlett-Packard Co. and Sun Microsystems Inc. joined forces to create the Fibre Channel Systems Initiative (FCSI), with the objective of ensuring the interoperability between products and to kick-starting the Fibre Channel the market. In 1994 Fibre Channel was accepted as an ANSI standard and a year later the duties of the FCSI were handed over to the larger Fibre Channel Association.

Fibre Channel has revolutionised the way network storage is organised. When first introduced, it operated at speeds no faster than SCSI-3, which meant that its real value in Storage Area Networks (SAN) was the distance benefit, not the speed. Indeed, Fibre Channel's 10,000 metre limit can be extended to 100km using special optic transceivers, giving it a far greater range than SCSI. However, times have changed, and when the 2Gbit/sec version of Fibre Channel was released in 2000, it meant that the technology now outstriped SCSI both in terms of range and performance.

Fibre Channel is structured as a set of hierarchical functions, similar to the ISO OSI Reference Model. There are five layers, each being responsible for a certain set of functions or capabilities: 

	FC-4
	Protocol Mapping Layer
	Specifies the mapping rules for several legacy upper-layer protocols, allowing Fibre Channel to carry data from other networking protocols (such as SCSI) and to concurrently transport both network and channel information over the same physical interface.

	FC-3
	Common Services Layer
	Defines special service features such as multi-casting and striping.

	FC-2
	Framing and Signaling Layer
	Defines the sequencing and flow control rules used to segment/reassemble data packets sent/received by the device.

	FC-1
	Transmission Protocol Layer
	Defines the transmission protocol including serial encoding and decoding rules, special characters, timing recovery and error control.

	FC-0
	Physical Layer
	Defines the basic physical link, including the cabling, connectors, and optical/electrical parameters for a variety of data rates.


Fibre Channel can be implemented in the form of a continuous arbitrated loop (FCAL) that can have hundreds of separate storage devices and host systems attached, with connection via a high-speed switching fabric (much like a network switch) another option. All this makes it a very flexible and fault-tolerant technology and, by attaching disk arrays and backup devices directly to the loop rather than onto any one server, the technology can be used to construct an independent SAN. That, in turn, allows data to be carried to and from servers and backed up with little or no impact on ordinary network traffic - of real advantage when it comes to data warehousing and other data-intensive client/server applications.

The benefits of SANs are directly related to the increased accessibility and manageability of data offered by the Fibre Channel architecture. Data becomes more accessible when the Fibre Channel fabric scales to encompass hundreds of storage devices and servers. The data is also more available when multiple concurrent transactions can be sent across Fibre Channel's switched architecture. Fibre channel also overcomes distance limitations when Fibre Channel links span hundreds of kilometres or are sent over a WAN.

Fibre Channel hardware interconnects storage devices with servers to form the Fibre Channel fabric. The fabric consists of the physical layer, interconnect devices and translation devices. The physical layer consists of copper and fibre-optic cables that carry Fibre Channel signals between transceiver pairs. Interconnect devices, such as hubs and switches route Fibre Channel frames at gigabit rates. Translation devices - such as host bus adapters, routers, adapters, gateways and bridges - are the intermediaries between Fibre Channel protocols and upper layer protocols such as SCSI, Ethernet and ATM.

With work on a 10 Gbit/sec specification underway, Fibre Channel is expected to continue to expand into the storage markets, which will make use of its benefits over traditional channel technologies such as SCSI. It's combination of performance and range is important to a number of applications, such as multimedia, medical imaging and scientific visualisation. Because of the distances it can cover and the fact that storage devices can be placed remotely, Fibre Channel has significant advantages in disaster recovery situations.

SSA
Today's huge databases and data intensive applications demand incredible amounts of storage, and transferring massive blocks of information requires technology that is robust, reliable and scaleable. Serial Storage Architecture (SSA) is an IBM-developed interface for connecting storage devices, storage subsystems, servers and workstations in mission-critical PC server applications. However, by the start of 1999 it had failed to win major support, and appeared likely to lose out to the rival Fibre Channel standard.

SSA provides data protection for critical applications by helping to ensure that a single cable failure will not prevent access to data. All the components in a typical SSA subsystem are connected by bi-directional cabling. Data sent from the adapter can travel in either direction around the loop to its destination. SSA detects interruptions in the loop and automatically reconfigures the system to help maintain connection while a link is restored.

Up to 192 hot-swappable hard disk drives can be supported per system. Drives are available in 2.25 and 4.51GB capacities, and particular drives can be designated for use by an array in the event of hardware failure. Up to 32 separate RAID arrays can be supported per adapter, and arrays can be mirrored across servers to provide cost-effective protection for critical applications. Furthermore, arrays can be sited up to 25 metres apart - connected by thin, low-cost copper cables - allowing subsystems to be located in secure, convenient locations, far from the server itself.

With its inherent resiliency and ease of use, SSA is being increasingly deployed in server/RAID environments, where it is capable of providing for up to 80 MBps of data throughput, with sustained data rates as high as 60 MBps in non-RAID mode and 35 MBps in RAID mode.

 

Input/output standards
Nearly two decades on, many peripheral devices are still connected into the same serial ports and parallel ports that were present on the very first commercial, and with the exception of the Plug-and-Play standards created as part of Windows 95, the PC's "I/O technology" has changed very little since its invention in 1981. Whilst they may have been adequate for the throughputs required by the peripherals of the day, by the late 1990s the PC's serial and parallel ports fell short of users' needs in a number of important areas:

· Throughput: Serial ports max out at 115.2 Kbit/s, parallel ports (depending on type) at around 500 Kbit/s, but devices such as digital video cameras require vastly more bandwidth 

· Ease of use: Connecting devices to legacy ports can be fiddly and messy, especially daisy-chaining parallel port devices through pass-through ports. And the ports are always inconveniently located at the rear of the PC 

· Hardware resources: Each port requires its own interrupt request line (IRQ). A PC has a total of 16 IRQ lines, most of which are already spoken for. Some PCs have as few as five free IRQs before peripherals are installed 

· Limited number of ports: Most PCs have a pair of COM ports and one parallel port. More COM ports and parallel ports can be added, but at the cost of precious IRQs. 

In recent years the field of input/output technology has become one of the most exciting and dynamic areas of innovation in desktop computing today and two emerging serial data standards are about to revolutionise the way that peripheral devices are connected and take the concept of Plug-and-Play to new heights. 

They also promise to eliminate much of the fuss and bother involved in connecting devices to computers, including all the spare parts and tangled wires that were so common in the PCs of the past. With these new standards, it will be possible for any user to connect a nearly limitless set of devices to the computer in just a few seconds without the requirement of technical knowledge. 

USB
Developed jointly by Compaq, Digital, IBM, Intel, Microsoft, NEC and Northern Telecom, the Universal Serial Bus (USB) standard offers a new standardised connector for attaching all the common I/O devices to a single port, simplifying today's multiplicity of ports and connectors. Significant impetus behind the USB standard was created in September of 1995 with the announcement of a broad industry initiative to create an open host controller interface (HCI) standard for USB. Backed by 25 companies, the aim of this initiative was to make it easier for companies - including PC manufacturers, component vendors and peripheral suppliers - to more quickly develop USB-compliant products. Key to this was the definition of a non-proprietary host interface - left undefined by the USB specification itself - which enabled connection to the USB bus. The first USB specification was published a year later, with version 1.1 being released in the autumn of 1998.
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Up to 127 devices can be connected, by daisy-chaining or by using a USB hub which itself has a number of USB sockets and plugs into a PC or other device. Seven peripherals can be attached to each USB hub device. This can include a second hub to which up to another seven peripherals can be connected, and so on. Along with the signal USB carries a 5v power supply so small devices, such as hand held scanners or speakers, do not have to have their own power cable.

Devices are plugged directly into a four-pin socket on the PC or hub using a rectangular Type A socket. All cables that are permanently attached to the device have a Type A plug. Devices that use a separate cable have a square Type B socket, and the cable that connects them has a Type A and Type B plug.
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USB 1.1 overcame the speed limitations of UART-based serial ports, running at 12 Mbit/s - at the time, on a par with networking technologies such as Ethernet and Token Ring - and provided more than enough bandwidth for the type of peripheral device is was designed to handle. For example, the bandwidth was capable of supporting devices such as external CD-ROM drives and tape units as well as ISDN and PABX interfaces. It was also sufficient to carry digital audio directly to loudspeakers equipped with digital-to-analogue converters, eliminating the need for a soundcard. However, USB wasn't intended to replace networks. To keep costs down its range is limited to 5 metres between devices. A lower communication rate of 1.5 Mbit/s can be set-up for lower-bit-rate devices like keyboards and mice, saving space for those things which really need it. 

USB was designed to be user-friendly and is truly plug-and-play. It eliminates the need to install expansion cards inside the PC and then reconfigure the system. Instead, the bus allows peripherals to be attached, configured, used, and detached while the host and other peripherals are in operation. There's no need to install drivers, figure out which serial or parallel port to choose or worry about IRQ settings, DMA channels and I/O addresses. USB achieves this by managing connected peripherals in a host controller mounted on the PC's motherboard or on a PCI add-in card. The host controller and subsidiary controllers in hubs manage USB peripherals, helping to reduce the load on the PC's CPU time and improving overall system performance. In turn, USB system software installed in the operating system manages the host controller.

Data on the USB flows through a bi-directional pipe regulated by the host controller and by subsidiary hub controllers. An improved version of bus mastering allows portions of the total bus bandwidth to be permanently reserved for specific peripherals, a technique called isochronous data transfer. The USB interface contains two main modules: the Serial Interface Engine (SIE), responsible for the bus protocol, and the Root Hub, used to expand the number of USB ports.

The USB bus distributes 0.5 amps (500 milliamps) of power through each port. Thus, low-power devices that might normally require a separate AC adapter can be powered through the cable - USB lets the PC automatically sense the power that's required and deliver it to the device. Hubs may derive all power from the USB bus (bus powered), or they may be powered from their own AC adapter. Powered hubs with at least 0.5 amps per port provide the most flexibility for future downstream devices. Port switching hubs isolate all ports from each other so that one shorted device will not bring down the others.

The promise of USB was a PC with a single USB port onto which would be connected one large, powered device - like a monitor or a printer - which would act as a hub, linking up all the other smaller devices such as mouse, keyboard, modem, document scanner, digital camera and so on. Since many USB device drivers did not become available until after its release, this promise was never going to be realised before the availability of Windows 98. However, even post-Windows 98 its take-up was initially disappointing. 

There were a number of reasons for this. Some had complained that the USB architecture was too complex and that a consequence of having to support so many different types of peripheral was an unwieldy protocol stack. Others argued that the hub concept merely shifts expense and complexity from the system unit to the keyboard or monitor. However, probably the biggest impediment to USB's acceptance was the IEEE 1394 FireWire standard.

Developed by Apple Computer, Texas Instruments and Sony and backed by Microsoft and SCSI specialist Adaptec, amongst others, IEEE 1394 was another high-speed peripheral bus standard. It was supposed to be complementary to USB, rather than an alternative, since it's possible for the two buses to coexist in a single system, in a manner similar to today's parallel and serial ports. However, the fact that digital cameras were far more likely to sport an IEEE 1394 socket than a USB port gave other peripheral manufacturers pause for thought.

IEEE 1394
Also widely referred to as FireWire, IEEE 1394 was approved by the Institute of Electrical and Electronics Engineers (IEEE) in 1995. Originally conceived by Apple, who currently receives $1 royalty per port, several leading IT companies - including Microsoft, Philips, National Semiconductor and Texas Instruments - have since joined the 1394 Trade Association.

IEEE 1394 is similar to the first version of USB in many ways, but much faster. Both are hot-swappable serial interfaces, but IEEE 1394 provides high-bandwidth, high-speed data transfers significantly in excess of what USB offers. There are two levels of interface in IEEE 1394, one for the backplane bus within the computer and another for the point-to-point interface between device and computer on the serial cable. A simple bridge connects the two environments. The backplane bus supports data-transfer speeds of 12.5, 25, or 50 Mbit/s, the cable interface speeds of 100, 200 and 400 Mbit/s - roughly four times as fast as a 100BaseT Ethernet connection and far faster than USB's 1.5 Mbit/s or 12 Mbit/s speeds. A 1394b specification aims to adopt a different coding and data-transfer scheme that will scale to 800 Mbit/s, 1.6 Gbit/s and beyond. Its high-speed capability makes IEEE 1394 viable for connecting digital cameras, camcorders, printers, TVs, network cards and mass storage devices to a PC. 
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IEEE 1394 cable connectors are constructed with the electrical contacts inside the structure of the connector thus preventing any shock to the user or contamination to the contacts by the user's hands. These connectors are derived from the Nintendo GameBoy connector. Field tested by children of all ages, this small and flexible connector is very durable. These connectors are easy to use even when the user must blindly insert them into the back of machines. There are no terminators required, or manual IDs to be set.
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IEEE 1394 uses a six-conductor cable (up to 4.5 metres long) which contains two pairs of wires for data transport, and one pair for device power. The design resembles a standard 10BaseT Ethernet cable. Each signal pair is shielded and the entire cable is shielded. Cable power is specified to be from 8Vdc to 40Vdc at up to 1.5 amps and is used to maintain a device's physical layer continuity when the device is powered down or malfunctioned - a unique and very important feature for a serial topology - and provide power for devices connected to the bus. As the standard evolves, new cable designs are expected to allow longer distances without repeaters and with more bandwidth. 
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At the heart of any IEEE 1394 connection is a physical layer and a link layer semiconductor chip, and IEEE 1394 needs two chips per device. The physical interface (PHY) is a mixed signal device that connects to the other device's PHY. It includes the logic needed to perform arbitration and bus initialisation functions. The Link interface connects the PHY and the device internals. It transmits and receives 1394-formatted data packets and supports asynchronous or isochronous data transfers. Providing both asynchronous and isochronous formats on the same interface allows both non-real-time critical applications, such as printers and scanners, and real-time critical applications, such as video and audio, to operate on the same bus. All PHY chips use the same technology, whereas the Link is device-specific. This approach allows IEEE 1394 to act as a peer-to-peer system as opposed to USB's client-server design. As a consequence, an IEEE 1394 system needs neither a serving host, nor a PC.

Asynchronous transport is the traditional method of transmitting data between computers and peripherals, data being sent in one direction followed by acknowledgement to the requester. Asynchronous data transfers place emphasis on delivery rather than timing. The data transmission is guaranteed, and retries are supported. Isochronous data transfer ensures that data flows at a pre-set rate so that an application can handle it in a timed way. This is especially important for time-critical multimedia data where just-in-time delivery eliminates the need for costly buffering. Isochronous data transfers operate in a broadcast manner, where one or many 1394 devices can "listen" to the data being transmitted. Multiple channels (up to 63) of isochronous data can be transferred simultaneously on the 1394 bus. Since isochronous transfers can only take up a maximum of 80 percent of the 1394 bus bandwidth, there is enough bandwidth left over for additional asynchronous transfers. 
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IEEE 1394's scaleable architecture and flexible peer-to-peer topology make it ideal for connecting high-speed devices: everything from computers and hard drives, to digital audio and video hardware. Devices can be connected to in either a daisy-chain or tree topology. The diagram depicts two separate work areas connected with a 1394 bridge. Work area #1 comprises a video camera, PC, and video recorder, all interconnected via IEEE 1394. The PC is also connected to a physically distant printer via a 1394 repeater, which extends the inter-device distance by redriving the 1394 signals. Up to sixteen hops may be made between any two devices on a 1394 bus. A 1394 splitter is used between the bridge and the printer to provide another port to attach a 1394 bus bridge. Splitters provide more topology flexibility for users. 

Work area #2 contains only a PC and printer on a 1394 bus segment, plus a connection to the bus bridge. The 1394 bus bridge isolates data traffic within each work area. IEEE 1394 bus bridges allow selected data to be passed from one bus segment to another. Therefore PC #2 can request image data from the video recorder in work area #1. Since the 1394 cable is powered, the PHY signalling interface is always powered, and video data is transported even if PC #1 is powered off. 

Each IEEE 1394 bus segment may have up to 63 devices attached to it. Currently each device may be up to 4.5 metres apart; longer distances are possible with and without repeater hardware. Improvements to the current cabling are being specified to allow longer distance cables. Over 1000 bus segments may be connected by bridges thus providing a large growth potential. An additional feature is the ability of transactions at different speeds to occur on a single device medium. For example, some devices can communicate at 100 Mbit/s while others communicate at 200 Mbit/s and 400 Mbit/s. IEEE 1394 devices may be hot-plugged - added to or removed from the bus - even with the bus in full operation. Upon altering the bus configuration, topology changes are automatically recognised. This "plug and play" feature eliminates the need for address switches or other user intervention to reconfigure the bus. 

As a transaction-based packet technology, 1394 can be organised as if it were memory space interconnected between devices, or as if devices resided in slots on the main backplane. Device addressing is 64 bits wide, partitioned as 10 bits for network Ids, 6 bits for node Ids and 48 bits for memory addresses. The result is the capability to address 1023 networks of 63 nodes, each with 281TB of memory. Memory-based addressing, rather than channel addressing, views resources as registers or memory that can be accessed with processor-to-memory transactions. Fundamentally, all this means easy networking - for example, a digital camera can easily send pictures directly to a digital printer without a computer in the middle - and with IEEE 1394 it is easy to see how the PC could lose its position of dominance in the interconnectivity environment and be relegated to being no more than a very intelligent peer. 

The need for two pieces of silicon instead of one will make IEEE 1394 peripherals more expensive than, say, SCSI, IDE or USB devices. Consequently it is inappropriate for low speed peripherals. However, its applicability to higher-end applications, such as digital video editing, is obvious and its clear that the standard is destined to become a mainstream consumer electronics interface - used for connecting handy-cams and VCRs, set-top boxes and televisions. To date, however, its implementation has been largely confined to digital camcorders, where is it known as iLink. 

In 1997, Compaq, Intel and Microsoft proposed an industry standard called Device Bay. By combining the fast interface of IEEE 1394 with the USB interface, Device Bay offered a bay slot to slide in peripherals such as hard disks or DVD-ROM players. The following year, however, proved to be a somewhat troubled year for IEEE 1394, with Apple's announcement of what many believed to be exorbitant royalty claims for use of the technology deterring many semiconductor companies who had hitherto embraced the standard. Notwithstanding these issues - and largely because of its support of isochronous data transfer - by the start of the new millennium FireWire had established itself as the favoured technology in the area of video capture. 

Indeed, it's use as a hard disk interface offers a number of advantages over SCSI. Whilst its maximum data transfer speed of 400 Mbit/s (equivalent to 50 MBps) isn't as fast as the Ultra160 SCSI standard, FireWire beats SCSI hands down when it comes to ease of installation. Where SCSI devices require a pre-assigned ID and both ends of the bus to be terminated, IEEE 1394 will dynamically assign addresses on the fly and does not require terminators. Like USB, FireWire devices are also hot-swappable, without the need to power down the PC during installation. Combined with its lack of previous stumbling blocks such as the assignment of IRQs or DMAs - these characteristics make IEEE 1394 perfect for trouble-free plug and play installations.

Despite all this, and the prospect of a number of motherboard manufacturers producing boards with built-in IEEE 1394 controllers in the second half of 2000, FireWire's future success was far from assured - the announcement of the proposed USB 2.0 specification at the Intel Developer Forum (IDF) of February 1999 serving to significantly complicate the picture.

USB 2.0
While USB was originally designed to replace legacy serial and parallel connections, notwithstanding the claims that they were complementary technologies, there can be little doubt that USB 2.0 specification was designed to compete with FireWire. Compaq, Hewlett-Packard, Intel, Lucent, Microsoft, NEC and Philips jointly led the development, with the aim of dramatically extending performance to the levels necessary to provide support for future classes of high performance peripherals. 

At the time of the February 1999 Intel Developer Forum (IDF) the projected performance hike was of the order of 10 to 20 times over existing USB 1.1 capabilities. However, by the end of the year the results of engineering studies and test silicon indicated that that was overly conservative, and by the time the USB 2.0 was released in the spring of 2000, its specified performance was a staggering 40 times that of its predecessor.

USB 2.0 in fact defines three level of performance, with "Hi-Speed USB" referring to just the 480 Mbit/s portion of the specification and the term "USB" being used to refer to the 12 Mbit/s and 1.5 Mbit/s speeds. At 480 Mbit/s, any danger that USB would be marginalised by the rival IEEE 1394 bus appear to have been banished forever. Indeed, proponents of USB continue to maintain that the two standards address differing requirements, the aim of USB 2.0 being to provide support for the full range of PC peripherals - current and future - while IEEE 1394 specifically targets connection to audio visual consumer electronic devices such as digital camcorders, digital VCRs, DVD players and digital televisions. 

While USB 1.1's data rate of 12 Mbit/s, was sufficient for many PC peripherals, especially input devices, the higher bandwidth of USB 2.0 is a major boost for external peripherals as CD/DVD burners, scanners and hard drives as well as higher functionality peripherals of the future, such as high resolution video conferencing cameras. As well as broadening the range of peripherals that may be attached to a PC, USB 2.0's increased bandwidth will also effectively increase number of devices that can be handled concurrently, up to its architectural limit. 

USB 2.0 is fully backwards compatible - something that could prove a key benefit in the battle with IEEE 1394 to be the consumer interface of the future, given its already wide installed base. Existing USB peripherals will operate with no change in a USB 2.0 system. Devices, such as mice, keyboards and game pads, will not require the additional performance that USB 2.0 offers and will operate as USB 1.1 devices. Conversely, a Hi-Speed USB 2.0 peripheral plugged into a USB 1.1 system will perform at the USB 1.1 speeds. 

While Windows XP did not support USB 2.0 at the time of its release in 2001 - Microsoft citing the fact that there were no production quality compatible host controllers or USB 2.0 devices available in time as the reason for this - support had been made available to OEMs and system builders by early the following year and more widely via Windows Update and the Windows XP SP1 later in 2002.
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Last Updated - 1Sep03
A chipset or "PCIset" is a group of microcircuits that orchestrate the flow of data to and from key components of a PC. This includes the CPU itself, the main memory, the secondary cache and any devices situated on the ISA and PCI buses. The chipset also controls data flow to and from hard disks, and other devices connected to the IDE channels. While new microprocessor technologies and speed improvements tend to receive all the attention, chipset innovations are, in fact, equally important.

Although there have always been other chipset manufacturers - such as SIS, VIA and Opti - for many years Intel's "Triton" chipsets were by far the most popular. Indeed, the introduction of the Intel Triton chipset caused something of a revolution in the motherboard market, with just about every manufacturer using it in preference to anything else. Much of this was down to the ability of the Triton to get the best out of both the Pentium processor and the PCI bus, together with its built-in master EIDE support, enhanced ISA bridge and ability to handle new memory technologies like EDO and SDRAM. However, the new PCI chipsets" potential performance improvements will only be realised when used in conjunction with BIOSes capable of taking full advantage of the new technologies on offer.

During the late 1990s things became far more competitive, with Acer Laboratories (ALI), SIS and VIA Technologies all developing chipsets designed to operate with Intel, AMD and Cyrix processors. 1998 was a particularly important year in chipset development, with what had become an unacceptable bottleneck - the PC's 66MHz system bus - to finally being overcome. Interestingly, it was not Intel but rival chipmakers that made the first move, pushing Socket 7 chipsets to 100MHz. Intel responded with its 440BX, one of many chipsets to use the ubiquitous Northbridge/Southbridge architecture. It was not long before Intel's hold on the chipset market loosened further still, and again, the company had no-one but itself to blame. In 1999, its single-minded commitment to Direct Rambus DRAM (DRDRAM) left it in the embarrassing position of not having a chipset that supported the 133MHz system bus speed its latest range of processors were capable of. This was another situation it's rivals were able to exploit, and in so doing gain market share.

The following charts the evolution of Intel chipsets over the years, from the time of it's first Triton chipset. During this time there have also been a number of special chipsets optimised for the Pentium Pro or designed for use with notebook PCs.

Triton 430FX
Introduced in early 1995, the 82430FX - to give it its full name - was Intel's first Triton chipset and conformed to the PCI 2.0 specification. It introduced support for EDO memory configurations of up to 128MB and for pipelined burst cache and synchronous cache technologies. However, it did not support a number of emerging technologies such as SDRAM and USB and was superseded in 1996 - little more than a year after its launch - by a pair of higher performance chipsets.

Triton 430VX
The Triton 430VX chipset conforms to the PCI 2.1 specification, and is designed to support Intel's Universal Serial Bus (USB) and Concurrent PCI standards. With the earlier 430FX, a bus master (on the ISA or PCI bus), such as a network card or disk controller, would lock the PCI bus whenever it transferred data in order to have a clear path to memory. This interrupted other processes, and was inefficient because the bus master would never make full use of the 100 MBps bandwidth of the PCI bus. With Concurrent PCI, the chipset can wrest control of the PCI bus from an idle bus master to give other processes access on a timeshare basis. Theoretically, this should allow for data transfer rates of up to 100 MBps, 15% more than the 430FX chipset, and smooth intensive PCI tasks such as video playback when bus masters are present.

The 430VX chipset was aimed fairly and squarely at the consumer market. It was intended to speed up multimedia and office applications, and it was optimised for 16-bit. Furthermore, it was designed to work with SDRAM, a special type of memory that's optimised for intensive multimedia processing. Although the performance gains are slight for this type of RAM over EDO RAM, the advantage is that it can operate efficiently from a single Dual In-line Memory Module (DIMM) and does not need to be paired. 

The 430VX provided improved EDO memory timings which was supposed to allow cacheless systems to be built without compromising performance, at least compared to a PC with asynchronous cache. In practice, though, most manufacturers continued to provide at least some secondary cache, with most using synchronous cache to maximise performance.

Triton 430HX
The Triton 430HX chipset is geared towards business machines and was developed with networking, video conferencing and MPEG video playback in mind. It supports multiple processors, has been optimised for 32-bit operation and to work with large memory arrays (up to 512MB) and provides error control (ECC) facilities on the fly when 32-bit parity SIMMs are used. The 430HX does not support SDRAM.

The biggest difference between the HX and VX chipsets is the packaging. Where the VX consists of four separate chips, all built using the traditional plastic quad flat packaging, the HX chipset comprises just two chips, the 82439HX System Controller (SC), which manages the host and PCI buses, and the 82371SB PIIX3 for the ISA bus and all the ports. 

The SC comes in a new ball grid array (BGA) packaging which reduces overall chip size and makes it easier to incorporate onto motherboard designs. It exerts the greatest influence on the machine's CPU performance, as it manages communications between the CPU and memory. The CPU has to be fed data from the secondary cache as quickly as possible, and if the necessary data isn"t already in the cache, the SC fetches it from main memory and loads it into the cache. The SC also ensures that data written into cache by the CPU is "flushed" back into main memory.

The PIIX3 chip manages the many processes involved in getting data into and out of RAM from the other devices in the PC. It provides two EIDE channels, both of which can accept two drives. IDE drives contain most of the controlling circuitry built into the hard disk itself, so the PIIX is mainly responsible for shifting data from the drives into RAM and back as quickly as possible. It also provides two 115,200bit/s buffered serial ports, an error correcting Enhanced Parallel Port, a PS/2 mouse port and a keyboard controller. The PIIX also supports additional connections that many motherboards have yet to adopt as the norm, such as a Universal Serial Bus connector and an infrared port.

Triton 430TX
The Triton 430TX includes all the features found on the earlier chipsets, including Concurrent PCI, USB support, aggressive EDO RAM timings and SDRAM support and is optimised for MMX processors and is designed to be used in both desktop and mobile computers. 

The Triton 430TX also continues the high-integration two-chip BGA packaging first seen with the 430HX chipset, comprising the 82439TX System Controller (MTXC) and the 82371AB PCI ISA IDE Xcelerator (PIIX4). The former integrates the cache and main memory DRAM control functions and provides bus control to transfers between the CPU, cache, main memory, and the PCI Bus. The latter is a multi-function PCI device implementing a PCI-to-ISA bridge function, a PCI IDE function, a Universal Serial Bus host/hub function, and an Enhanced Power Management function.

The diagram below provides an overview of the overall architecture and shows the division of functionality between the System Controller and the Peripheral Bus Controller components - which are often referred to as "Northbridge" and "Southbridge" chipsets respectively.
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The TX incorporates the Dynamic Power Management Architecture (DPMA) which reduces overall system power consumption and offers intelligent power-saving features like suspend to RAM and suspend to disk. The TX chipset also supports the new Ultra DMA disk protocol which enables a data throughput of 33 MBps from the hard disk drive to enhance performance in the most demanding applications.

440LX
The 440LX (by this time Intel had dropped the term "Triton") was the successor to the Pentium Pro 440FX chipset and was developed by Intel to consolidate on the critical success of the Pentium II processor launched a few months earlier. The most important feature of the 440LX is support for the Accelerated Graphics Port (AGP), a new, fast, dedicated bus designed to eliminate bottlenecks between the CPU, graphics controller and system memory, which will aid fast, high-quality 3D graphics.

Other improvements with the LX are more like housekeeping, bringing the Pentium II chipset up to the feature set of the 430TX by providing support for SDRAM and Ultra DMA IDE channels. The chipset includes the Advanced Configuration and Power Interface (ACPI), allowing quick power down and up, remote start-up over a LAN for remote network management, plus temperature and fan speed sensors. The chipset also has better integration with the capabilities of the Pentium II, such as support for dynamic execution and processor pipelining.

440EX
The 440EX AGPset, based on the core technology of the 440LX AGPset, is designed for use with the Celeron family of processors. It is ACPI-compliant and extends support for a number of advanced features such as AGP, UltraDMA/33, USB and 66MHz SDRAM, to the "Basic PC" market segment.

440BX
The PC's system bus had been a bottleneck for too long. Manufacturers of alternative motherboard chipsets had made the first move, pushing Socket 7 chipsets beyond Intel's 66MHz. Intel's response came in April 1998, with the release of its 440BX chipset, which represented a major step in the Pentium II architecture. The principal advantage of the 440BX chipset is support for a 100MHz system bus and 100MHz SDRAM. The former 66MHz bus speed is supported, allowing the BX chipset to be used with older (233MHz-333MHz) Pentium IIs. 

The 440BX chipset features Intel's Quad Port Acceleration (QPA) to improve bandwidth between the Pentium II processor, the Accelerated Graphics Port, 100-MHz SDRAM and the PCI bus. QPA combines enhanced bus arbitration, deeper buffers, open-page memory architecture and ECC memory control to improve system performance. Other features include support for dual processors, 2x AGP, and the Advanced Configuration Interface (ACPI).

440ZX
The 440ZX is designed for lower cost form factors without sacrificing the performance expected from an AGPset, enabling 100MHz performance in form factors like microATX. With footprint compatibility with the 440BX, the 440ZX is intended to allow OEMs to leverage BX design and validation investment to produce new systems to meet entry level market segment needs.

440GX
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Released at the same time as the Pentium II Xeon processor in mid-1998, the 440GX chipset was an evolution of the 440BX AGPset intended for use with Xeon-based workstations and servers. Built around the core architecture of its 440BX predecessor, the 440GX includes support for both Slot 1 and Slot 2 implementations, a 2x AGP expansion slot, dual CPUs and a maximum of 2GB of memory. 

Importantly, the chipset supports full speed backside bus operation, enabling the Pentium II Xeon's Level 2 cache to run at the same speed as the core of the CPU. 

450NX
Released at the same time as the 440GX, the 450NX chipset has been designed for the server market and has a number of additional features. The most obvious is the introduction of 64-bit PCI slots. This is made possible by the addition of a second PCI bridge chip to the motherboard, capable of supporting either six 32-bit slots, three 64-bit slots or a mixture of the two. These new slots are intended for high-bandwidth devices such as network and RAID cards. The 450NX also supports 1- to 4-way processor operation, up to 8GB of memory for high-end servers and 4-way memory interleaving, providing up to 1 GBps of memory bandwidth.

810 AGPset
Formerly codenamed "Whitney", the 810 AGPset finally reached the market in the summer of 1999. It is a three-chip solution comprising the 82810 Graphics Memory Controller Hub (GMCH), 82801 I/O Controller Hub (ICH) and 82802 Firmware Hub (FWH) for storing the system and video BIOS. A break from tradition is that these components don't communicate with each other over the PCI bus. Instead, they use a dedicated 8-bit 266 MBps proprietary bus, thereby taking load off the PCI subsystem. The SDRAM memory interface is also unusual in that it runs at 100MHz irrespective of the system bus speed. There's no ISA support, but it could be implemented if a vendor added an extra bridge chip.

At the time of its launch, there were two versions of the 810 - the 82810 and 81810-DC100. The former is 66MHz part with no graphics memory, while the latter is a 100MHz-capable chip with support for 4MB of on-board graphics memory. The Direct AGP graphics architecture uses 11MB of system memory for frame buffer, textures and Z-buffer if no display cache is implemented. This drops to 7MB if the display cache is implemented. The whole configuration is known as Direct Video Memory technology. Also incorporated in the chipset is an AC-97 CODEC, which allows software modem and audio functionality. Vendors can link this to an Audio Modem Riser (AMR) slot to facilitate future plug-in audio or modem upgrades. 

In the autumn of 1999 a subsequent version of the chipset - the 810E - extended support processors with a 133 MHz system bus. The Intel 810E chipset features a unique internal gear arbitration, allowing it to run seamlessly with 66 MHz, 100 MHz and 133 MHz processor busses. 

As the cost of processors come down, the marginal costs of the motherboard, graphics and sound subsystems becomes an increasingly important factor in vendors' efforts to hit ever-lower price points. However, high levels of integration can be a double-edged sword: it reduces vendors' bill-of-materials (BOM) costs, but also limits their capability for product differentiation. Many manufacturers defer their decisions on graphics and sound options to late in the production cycle in order to maintain a competitive marketing advantage. Given that other highly integrated solutions - such as Cyrix's Media GX - haven't fared particularly well in the past, the 810 AGPset represents a bold move on Intel's part and one that signals the company's determination to capture a greater share of the "value PC" market which had been effectively ceded to AMD and Cyrix over the prior couple of years.

820 chipset
Originally scheduled to be available concurrently with the Pentium III processor in the spring of 1999, Intel's much delayed 820 chipset was finally launched in November that year. Those delays - which had left Intel in the position not having a chipset that supported the 133MHz system bus speed their latest range of processors were capable of - were largely due to delays in the production of Direct Rambus DRAM (DRDRAM), a key component in Intel's 133MHz platform strategy. 

Direct RDRAM memory provides a memory bandwidth capable of delivering 1.6 GBps of maximum theoretical memory bandwidth - twice the peak memory bandwidth of 100MHz SDRAM systems. Additionally, the 820's support for AGP 4x technology allows graphics controllers to access main memory at more than 1 GBps - twice that of previous AGP platforms. The net result is the significantly improved graphics and multimedia handling performance expected to be necessary to accommodate future advances in both software and hardware technology.

The 820 chipset employs the Accelerated Hub Architecture that is offered in all Intel 800 series chipsets - the first chipset architecture to move away from the traditional Northbridge /Southbridge design. It supports a bandwidth of 266 MBps and, with it's optimised arbitration rules which allow more functions to run concurrently, delivers significantly improved audio and video handling. The chipset's three primary components are:

· Memory Controller Hub 

· I/O Controller Hub, and 

· Firmware Hub. 
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The Memory Controller Hub provides a high-performance interface for the CPU, memory and AGP and supports up to 1GB of memory via a single channel of RDRAM using 64-, 128- and 256-Mbit technology. With an internal bus running at 1.6 GBps and an advanced buffering and queuing structure, the Memory Hub Controller balances system resources and enables concurrent processing in either single or dual processor configurations.

The I/O Controller Hub forms a direct connection from the PC's I/O devices to the main memory. This results in increased bandwidth and significantly reduced arbitration overhead, creating a faster path to main memory. To capitalise further on this faster path to main memory, the 820 chipset features an integrated AC97 controller in addition to an ATA66 drive controller, dual USB ports and PCI add-in cards. 

The Firmware Hub stores system and video BIOS and includes a first for the PC platform - a hardware-based random number generator. The Intel RNG provides truly random numbers through the use of thermal noise - thereby enabling stronger encryption, digital signing and security protocols. This is expected to be of particular benefit to the emerging class of e-commerce applications.

The i820 hadn't long been on the market before Intel - recognising that the price of RDRAM was likely to remain high for sometime - designed and released an add-on chip, the 82805 Memory Translator Hub (MTH), which, when implemented on the motherboard, allowed the use of PC100 SDRAM. Sitting between the i820's Memory Controller Hub (MCH) and the RDRAM memory slots, the MTH chip translates the Rambus memory protocol that's used by RDRAM into the parallel protocol required by SDRAM, thereby allowing the i820 to use this much more price attractive memory.

Within a few months, a bug in the MTH component came to light. This was serious enough to cause Intel to recall all MTH-equipped i820-motherboards. Since it wasn't possible to replace the defective chip Intel took the extraordinary step of giving every owner of an MTH-equipped i820 motherboard a replacement non-MTH motherboard as well as RDRAM to replace the SDRAM that was used before!

815 chipset
The various problems that had so delayed the introduction of Direct Rambus DRAM (DRDRAM), finally resulted in Intel doing what it had been so reluctant to do for so long - release a chipset supporting PC133 SDRAM. In fact, in mid-2000, it announced two such chipsets - formerly codenamed "Solano" - the 815 Chipset and the 815E Chipset.

Both chipsets use Intel's Graphics and Memory Controller Hub (GMCH). This supports both PC133 and PC100 SDRAM and provides onboard graphics, with a 230MHz RAMDAC and limited 3D acceleration. This gives system integrators the option of using the on-board graphics - and system memory - for lower cost systems or upgrading via an external graphics card for either AGP 4x or AGP 2x graphics capabilities. 

Additionally, and like the 820E Chipset before it, the 815E features a new I/O Controller Hub (ICH2) for greater system performance and flexibility. This provides an additional USB controller, a Local Area Network (LAN) Connect Interface, dual Ultra ATA /100 controllers and up to six-channel audio capabilities. Integrating a Fast Ethernet controller directly into the chipsets makes it easier for computer manufacturers and system integrators to implement cost-effective network connections into PCs. The ICH2's enhanced AC97 interface supports full surround-sound for Dolby Digital audio found on DVD and simultaneously supports a soft modem connection. 

850 chipset
Designed in tandem with the Pentium 4 processor, Intel's 850 Chipset represents the next step in the evolution of the Intel Hub Architecture, the successor to the previous northbridge /southbridge technology first seen on the 810 Chipset. Comprising the 82850 Memory Controller Hub (MCH) and 82801BA I/O Controller Hub (ICH2), the new chipset's principal features are:

· a 400MHz system bus 

· dual 

 HYPERLINK "javascript:openWin('glossary/DRDRAM.html');" RDRAM memory channels, operating in lock step to deliver 3.2 GBps of memory bandwidth to the processor 

· support for 1.5V AGP4x technology, allowing graphics controllers to access main memory at over 1 GBps - twice the speed of previous AGP platforms 

· two USB controllers, doubling the bandwidth available for USB peripherals to 24 MBps over four ports 

· dual Ultra ATA/100 controllers support the fastest IDE interface for transfers to storage devices. 

To ensure maximum performance, the system bus is balanced with the dual RDRAM channels at 3.2 GBps, providing 3x the bandwidth of platforms based on Intel III processors and allowing better concurrency for media-rich applications and multitasking. 

In the autumn of 2002, some 18 months after the i850 was first introduced, the i850E variant was released, extending the capabilities of the chipset to support Hyper-Threading, a 533MHz system bus and PC1066 memory, for Pentium 4 class processors. 

i845 chipset
The fact that system builders were obliged to use expensive DRDRAM - by virtue of the absence of any Pentium 4 chipsets supporting conventional SDRAM - had been an issue ever since the Pentium 4's launch at the end of 2000. The situation changed during the course of 2001, with chipmakers SiS and VIA both releasing Pentium 4 chipsets with DDR SDRAM support. Although this was a move of which Intel disapproved, it did have the effect of boosting the appeal of the Pentium 4, whose sales hitherto had been disappointing. 

In the summer of 2001 Intel eventually gave in to market pressures and released their 845 chipset - previously codenamed "Brookdale" - supporting Pentium 4 systems' use of PC133 SDRAM. Whilst the combination of i845 and PC133 SDRAM meant lower prices - given that the speed of the memory bus was about three times slower than that of the Pentium 4 system bus - it also meant significantly poorer performance than that of an i850/DRDRAM based system. The reason the i845 didn't support faster DDR SDRAM at this time was apparently because they were prevented from allowing this until the start of the following year by the terms of a contract they'd entered into with Rambus, the inventors of DRDRAM.

Sure enough, at the beginning of 2002 re-released of the i845 chipset. The new version - sometimes being referred to as i845D - differs from its predecessor only in respect of its memory controller, which now supports PC1600 and PC2100 SDRAM - sometimes referred to as DDR200 and DDR266 respectively - in addition to PC133 SDRAM. It had reportedly been Intel's original intention for the i845 chipset to support only DDR200 SDRAM - capable of providing a maximum bandwidth of 1600MBps. However, the boom in the use of DDR SDRAM - and the consequent dramatic fall in prices - caused a rethink and the subsequent decision to extend support to DDR266 (maximum bandwidth 2100MBps). The fact that the company was prepared to make this decision even though it was bound to adversely impact the market share of its i850 chipset appears to indicate that the company's apparent infatuation with DRDRAM is well and truly over.

The 400MHz system bus of the i845 solution enables up to 3.2GBps of memory bandwidth to Pentium 4 processor. Compare this with the up to 1 GBps of data transfer possible from PC133 SDRAM and it is clear why faster DDR SDRAM makes such a difference to overall system performance. Its 1.5V 4x AGP interface with provides over 1 GBps of graphics bandwidth. Other features of the i845 chipset include an 4x AGP interface, 133MBps to the PCI, support for four USB ports, six-channel audio, a generally unused LAN connect interface, dual ATA-100 controllers and CNR support. 

The i845 is Intel's first chipset to use a Flip Chip BGA packaging for the chip itself. This improves heat conductivity between the Memory & Controller Hub (MCH) and its heatsink which is required for proper operation. It is also the first MCH built using a 0.18-micron process; earlier versions have been 0.25-micron. The smaller die allows another first - the incorporation of a Level 3-like write cache, significantly increasing the speed at which the CPU is able to write data. It is expected that the transition to 0.13-micron MCH/Northbridges will enable this idea to be further developed, to the point where chipsets include much larger, genuine Level 3 caches on the MCH itself. The i845 further capitalises on the performance advantage realised by its high-speed write cache by the provision of deep data buffers. These play an important role in assisting the CPU and write cache to sustain its high data throughput levels. 

A number of newer versions of the i845 chipset were subsequently released, all supporting the USB 2.0 interface (which increases bandwidth up to 40 times over the previous USB 1.1 standard): 

· The i845G chipset, incorporating a new generation of integrated graphics - dubbed Intel Extreme Graphics - and targeted at the high-volume business and consumer desktop market segments. 

· The i845E chipset, which works with discrete graphics components 

· The i845GL chipset, designed for Celeron processor-based PCs. 

i845GE chipset
The i845GE chipset was designed and optimised to support Hyper-Threading, Intel's innovative technology that achieves significant performance gains by allowing a single processor to be treated as two logical processors. Whilst not the first i845 chipset to support HT technology, it was the first in which that support was actually implemented, being launched at the same time as the first Intel's first HT-enabled desktop CPU, the 3.06GHz Pentium 4 unveiled in late 2002.

As well as supporting a faster, 266MHz version of Intel's Extreme Graphics core, the i845GE also supports a system bus speed of either 400 or 533MHz, up to DDR333 main memory and offers maximum display (digital CRT or TV) flexibility through an AGP4x connector.

The i845PE and i845GV chipsets are lower-spec variants of the i845GE, the former having no integrated graphics and the latter limiting both the Intel Extreme Graphics core and main memory support to DDR266 SDRAM.

Intel E7205 chipset
At the end of 2002, Intel announced the launch of a dozen Intel Xeon processor family products, including new processors, chipsets and platforms for Intel-based servers and workstations. Amongst these was one single-processor chipset, the E7205, formerly codenamed Granite Bay. 

For some time the most viable way of balancing the bandwidth between the Pentium 4 CPU and its memory subsystem had been to couple the i850E chipset with dual-channel RDRAM. However, given the price and availability issues surrounding high-density RDRAM modules, this was a far from ideal solution. Despite - as it's server/workstation class chipset nomenclature implies - not originally being intended for desktop use, the E7205 chipset was to provide an answer to this dilemma. With a specification which includes support for: 

· Dual Channel DDR266 memory bus (4.2GBps memory bandwidth) 

· 400/533MHz FSB support (3.2GBps - 4.2GBps FSB bandwidth) 

· AGP 8x 

· USB 2.0, and 

· integrated LAN. 

it didn't take long for the motherboard manufacturers to produce boards based on the new chipset. 

The E7205's memory controller is fully synchronous, meaning that the memory in E7205-based motherboards is clocked at the rate equal to the FSB frequency. Consequently, only DDR200 SDRAM may be used with CPUs supporting a 400MHz FSB and only DDR266 SDRAM with processors supporting a 533MHz FSB. The E7205 does not support DDR333 SDRAM. 

With the Pentium 4 family destined to make the transition to a 800MHz Quad Pumped Bus - at which time the CPU's bus bandwidth will increase to 6.4GBps - it appears reasonable to assume that the likely way for memory subsystems to have comparable bandwidth will be the continued use of dual-channel DDR SDRAM. To that extent, the E7205 can be viewed as a prototype of the Canterwood and Springdale chipsets slated to appear in 2003.

i875P chipset
Originally, Intel had planned to introduce a 800MHz FSB in the context of the Prescott, the upcoming 90nm Pentium 4 core. However, in the event this was brought forward to the spring of 2003. The rationale was to extend the Pentium 4's performance curve within the confines of their current 0.13-micron process, without having to increase clock speeds to unsustainable levels. The transition from 533MHz to 800MHz FSB was aided and abetted by an associated new chipset platform, the 875P chipset, formerly codenamed Canterwood. 

A 64-bit 800MHz FSB provides 6.4GBps of bandwidth between the Memory Controller Hub (or Northbridge) and the CPU. In a move that appears to further reduce the strategic importance of DRDRAM in Intel's product planning, and that had been signalled by the earlier E7205 chipset, the memory subsystem the 875P uses to balance bandwidth between the Memory Controller Hub (MCH) and memory banks is dual channel DDR SDRAM, all of the DDR400, DDR333 and DD266 variants. 

Currently, there are two different strategies being employed in dual-channel memory controllers, one in which where each memory bank has its own memory channel and an arbiter distributes the load between them and the other to actually create a wider memory channel, thereby "doubling up" on standard DDR's 64-bit data paths. The i875P employs the latter technique, with each pair of installed DIMMs acting as a 128-bit memory module, able to transfer twice as much data as a single-channel solution, without the need for an arbiter. 

As a consequence, dual channel operation is dependent on a number of conditions being met, Intel specifying that motherboards should default to single-channel mode in the event of any of these being violated: 

· DIMMs must be installed in pairs 

· Both DIMMs must use the same density memory chips 

· Both DIMMs must use the same DRAM bus width 

· Both DIMMs must be either single-sided or dual-sided. 

The 875P chipset also introduces two significant platform innovations: 

· Intel Performance Acceleration Technology (PAT), and 

· Communications Streaming Architecture (CSA). 

PAT optimises memory access between the processor and system memory for platforms configured with both the new 800Mhz FSB and Dual-Channel DDR400 memory. CSA is a new communications architecture that creates a dedicated link from the Memory Controller Hub (MCH) to the network interface, thereby offloading network traffic from the PCI bus. Used in conjunction with the new Intel PRO/1000 CT Desktop Connection gigabit Ethernet controller, it is claimed that CSA doubles the networking bandwidth possible with traditional PCI bus-based solutions. 

Additionally, the 875P chipset includes a high-performance AGP 8x graphics interface, integrated Hi-Speed USB 2.0, optional ECC is supported for users that demand memory data reliability and integrity and dual independent DMA audio engines, enabling a user to make a PC phone call whilst at the same time playing digital music streams. The chipset is also Intel's first to offer native Serial ATA (SATA), a special version designated by the "-R" suffix adding RAID - albeit only RAID 0 (data striping) - support. 

i865 chipset
If the i875 chipset can be viewed as the logical successor to i850E, then it's mainstream variant, the i865 chipset - formerly codenamed Springdale - can be viewed as the logical successor to the i845 series of chipsets. Not only do the i875/i865 chipsets represent a huge technological leap compared to their predecessors, but the performance gap between the pair of recent chipsets is significantly less than it was between the i850E and i845 family. 

There is a clear trend in PC hardware towards parallel processes, epitomised by Intel's Hyper-Threading technology. However, there are other examples of where performing several tasks at the same time is preferable to carrying out a single task quickly. Hence the increasing popularity of small RAID arrays and now the trend towards dual-channel memory subsystems. 

Currently, there are two different strategies being employed in dual-channel memory controllers, one in which where each memory bank has its own memory channel and an arbiter distributes the load between them and the other to actually create a wider memory channel, thereby "doubling up" on standard DDR's 64-bit data paths. In common with the i875P chipset, the i865's Memory Controller Hub employs the latter, the same conditions for dual-channel operation also applying. 

The i865 memory controller is the same as that used by the i875P chipset, supporting: 

· Hyper Threading 

· Dual 64-bit DDR memory channels 

· Communication Streaming Architecture bus for gigabit Ethernet 

and capable of being paired with either the ICH5 or ICH5R chip - which handles things like the 10/100 Ethernet interface, 6-channel AC97 audio interface, USB 2.0, the PCI bus, etc., to provide the following additional features: 

· 8 USB 2.0 ports 

· Dual independent Serial ATA ports 

The ICH5R also provides software RAID for Serial ATA drives. 

The upshot is that - unlike the i875P - i865 chipsets are available in three different versions: 

· i865P: supports DDR266 and DDR333 memory only and doesn't support the 800MHz FSB. 

· i865PE: as per i865P, plus 800MHz FSB and DDR400 memory support. 
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· i865G: as per i865PE, plus Intel's integrated graphics core. 

While the i865G's graphics core is the same as was featured on the i845G chipset, its performance will be faster, due both to a faster memory subsystem and a higher working frequency of the graphics core itself. 

Comparison chart
The following table compares a number of major characteristics of a selection of Intel's recent chipset offerings, all of which support Hyper-Threading: 

	 
	i865PE
	i875P
	E7205
	i845PE
	i850E

	Processor
	Pentium 4
	Pentium 4
	Pentium 4
	Pentium 4
Celeron
	Pentium 4
Celeron

	System Bus (MHz)
	800/533/400
	800/533/400
	533/400
	533/400
	533/400

	Memory Modules
	4 DIMMs
	4 DIMMs
	4 DIMMs
	2 double-sided
DDR DIMMs
	4 RIMMs

	Memory Type
	Dual-Channel
DDR 400/333/266
SDRAM
	Dual-Channel
DDR 400/333/266
SDRAM
	unbuffered only
x72 or x64 DIMMs
DDR SDRAM
	DDR 333/266
	PC1066
PC800-40
PC800-45
RDRAM

	FSB/Memory
Configurations
	800/400
800/333
533/333
533/266
400/333
400/266
	800/400
800/333
533/333
533/266
	533/266
400/200
	533/333
533/266
400/266
	533/PC1066
533/PC800-40
400/PC800-45
400/PC800-40

	Peak Memory Bandwidth
	6.4GBps
	6.4GBps
	4.2GBps
	2.7GBps
	4.2GBps

	Error Correction
	N/A
	ECC
	ECC
	N/A
	ECC/Non-ECC

	Graphics Interface
	AGP 8x
	AGP 8x
	AGP 8x
	AGP 4x
	AGP 4x

	Serial ATA
	2 ports
ATA 150
	2 ports
ATA 150
	N/A
	N/A
	N/A

	USB
	8 ports
Hi-Speed
USB 2.0
	8 ports
Hi-Speed
USB 2.0
	6 ports
Hi-Speed
USB 2.0
	6 ports
Hi-Speed
USB 2.0
	4 ports
USB 1.1
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Last Updated - 18Apr04
The processor (really a short form for microprocessor and also often called the CPU or central processing unit) is the central component of the PC. This vital component is in some way responsible for every single thing the PC does. It determines, at least in part, which operating systems can be used, which software packages the PC can run, how much energy the PC uses, and how stable the system will be, among other things. The processor is also a major determinant of overall system cost: the newer and more powerful the processor, the more expensive the machine will be.

When the Hungarian born John von Neumann, first suggested storing a sequence of instructions - that's to say, a program - in the same memory as the data, it was a truly innovative idea. That was in his "First Draft of a Report on the EDVAC", written in 1945. The report organised the computer system into four main parts: the Central Arithmetical unit, the Central Control unit, the Memory, and the Input/Output devices.

Today, more than half a century later, nearly all processors have a "von Neumann" architecture.

Principles
The underlying principles of all computer processors are the same. Fundamentally, they all take signals in the form of 0s and 1s (thus binary signals), manipulate them according to a set of instructions, and produce output in the form of 0s and 1s. The voltage on the line at the time a signal is sent determines whether the signal is a 0 or a 1. On a 3.3-volt system, an application of 3.3 volts means that it's a 1, while an application of 0 volts means it's a 0.

Processors work by reacting to an input of 0s and 1s in specific ways and then returning an output based on the decision. The decision itself happens in a circuit called a logic gate, each of which requires at least one transistor, with the inputs and outputs arranged differently by different operations. The fact that today's processors contain millions of transistors offers a clue as to how complex the logic system is. The processor's logic gates work together to make decisions using Boolean logic, which is based on the algebraic system established by mathematician George Boole. The main Boolean operators are AND, OR, NOT, and NAND (not AND); many combinations of these are possible as well. An AND gate outputs a 1 only if both its inputs were 1s. An OR gate outputs a 1 if at least one of the inputs was a 1. And a NOT gate takes a single input and reverses it, outputting 1 if the input was 0 and vice versa. NAND gates are very popular, because they use only two transistors instead of the three in an AND gate yet provide just as much functionality. In addition, the processor uses gates in combination to perform arithmetic functions; it can also use them to trigger the storage of data in memory.

Logic gates operate via hardware known as a switch - in particular, a digital switch. In the days of room-size computers, the switches were actually physical switches, but today nothing moves except the current itself. The most common type of switch in today's computers is a transistor known as a MOSFET metal-oxide semiconductor field-effect transistor). This kind of transistor performs a simple but crucial function: When voltage is applied to it, it reacts by turning the circuit either on or off. Most PC microprocessors today operate at 3.3V, but earlier processors (up to and including some versions of the Pentium) operated at 5V. With one commonly used type of MOSFET an incoming current at or near the high end of the voltage range switches the circuit on, while an incoming current near 0 switches the circuit off.

Millions of MOSFETs act together, according to the instructions from a program, to control the flow of electricity through the logic gates to produce the required result. Again, each logic gate contains one or more transistors, and each transistor must control the current so that the circuit itself will switch from off to on, switch from on to off, or stay in its current state.
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A quick look at the simple AND and OR logic-gate circuits shows how the circuitry works. Each of these gates acts on two incoming signals to produce one outgoing signal. Logical AND means that both inputs must be 1 in order for the output to be 1; logical OR means that either input can be 1 to get a result of 1. In the AND gate, both incoming signals must be high-voltage (or a logical 1) for the gate to pass current through itself. 

The flow of electricity through each gate is controlled by that gate's transistor. However, these transistors aren't individual and discrete units. Instead, large numbers of them are manufactured from a single piece of silicon (or other semiconductor material) and linked together without wires or other external materials. These units are called integrated circuits (ICs), and their development basically made the complexity of the microprocessor possible. The integration of circuits didn't stop with the first ICs. Just as the first ICs connected multiple transistors, multiple ICs became similarly linked, in a process known as large-scale integration (LSI); eventually such sets of ICs were connected, in a process called very large-scale integration (VLSI).

Modern day microprocessors contain tens of millions of microscopic transistors. Used in combination with resistors, ">capacitors and diodes, these make up logic gates. Logic gates make up integrated circuits, and ICs make up electronic systems. Intel's first claim to fame lay in its high-level integration of all the processor's logic gates into a single complex processor chip - the Intel 4004 - released in late 1971. This was 4-bit microprocessor, intended for use in a calculator. It processed data in 4 bits, but its instructions were 8 bits long. Program and data memory were separate, 1KB and 4KB respectively. There were also sixteen 4-bit (or eight 8-bit) general purpose registers. The 4004 had 46 instructions, using only 2,300 transistors in a 16-pin DIP and ran at a clock rate of 740kHz (eight clock cycles per CPU cycle of 10.8 microseconds).

For some years two families of microprocessor have dominated the PC industry - Intel's Pentium and Motorola's PowerPC. These CPUs are also prime examples of the two competing CPU architectures of the last two decades - the former being classed as a CISC chip and the latter as a RISC chip.

CISC
CISC(complex instruction set computer) is the traditional architecture of a computer, in which the CPU uses microcode to execute very comprehensive instruction set. These may be variable in length and use all addressing modes, requiring complex circuitry to decode them.

For a number of years, the tendency among computer manufacturers was to build increasingly complex CPUs that had ever-larger sets of instructions. In 1974, John Cocke of IBM Research decided to try an approach that dramatically reduced the number of instructions a chip performed. By the mid-1980s this had led to a number of computer manufacturers reversing the trend by building CPUs capable of executing only a very limited set of instructions.

RISC
RISC (reduced instruction set computer) CPUs keep instruction size constant, ban the indirect addressing mode and retain only those instructions that can be overlapped and made to execute in one machine cycle or less. One advantage of RISC CPUs is that they can execute their instructions very fast because the instructions are so simple. Another, perhaps more important advantage, is that RISC chips require fewer transistors, which makes them cheaper to design and produce.

There is still considerable controversy among experts about the ultimate value of RISC architectures. Its proponents argue that RISC machines are both cheaper and faster, and are therefore the machines of the future. Sceptics note that by making the hardware simpler, RISC architectures put a greater burden on the software - RISC compilers having to generate software routines to perform the complex instructions that are performed in hardware by CISC computers. They argue that this is not worth the trouble because conventional microprocessors are becoming increasingly fast and cheap anyway.

To some extent, the argument is becoming moot because CISC and RISC implementations are becoming more and more alike. Many of today's RISC chips support as many instructions as yesterday's CISC chips and, conversely, today's CISC chips use many techniques formerly associated with RISC chips. Even the CISC champion, Intel, used RISC techniques in its 486 chip and has done so increasingly in its Pentium family of processors.

Historical perspective
The 4004 was the forerunner of all of today's Intel offerings and, to date, all PC processors have been based on the original Intel designs. The first chip used in an IBM PC was Intel's 8088. This was not, at the time it was chosen, the best available CPU, in fact Intel's own 8086 was more powerful and had been released earlier. The 8088 was chosen for reasons of economics: its 8-bit data bus required less costly motherboards than the 16-bit 8086. Also, at the time that the original PC was designed, most of the interface chips available were intended for use in 8-bit designs. These early processors would have nowhere near sufficient power to run today's software.

The table below shows the generations of processors from Intel's first generation 8088/86 in the late 1970s to the eigth-generation AMD Athlon 64, launched in the autumn of 2003:

	Type/
Generation
	Year
	Data/
Address
bus width
	Level 1 Cache
(KB)
	Memory
bus speed
(MHz) 
	Internal
clock
speed
(MHz) 

	8088/
First 
	1979 
	8/20 bit 
	None 
	4.77-8 
	4.77-8 

	8086/
First 
	1978 
	16/20 bit 
	None 
	4.77-8 
	4.77-8 

	80286/
Second 
	1982 
	16/24 bit 
	None 
	6-20 
	6-20 

	80386DX/
Third 
	1985 
	32/32 bit 
	None 
	16-33 
	16-33 

	80386SX/
Third 
	1988 
	16/32 bit 
	8 
	16-33 
	16-33 

	80486DX/
Fourth 
	1989 
	32/32 bit 
	8 
	25-50 
	25-50 

	80486SX/
Fourth 
	1989 
	32/32 bit 
	8 
	25-50 
	25-50 

	80486DX2/
Fourth 
	1992 
	32/32 bit 
	8 
	25-40 
	50-80 

	80486DX4/
Fourth 
	1994 
	32/32 bit 
	8+8 
	25-40 
	75-120 

	Pentium/
Fifth 
	1993 
	64/32 bit 
	8+8 
	60-66 
	60-200 

	MMX/
Fifth 
	1997 
	64/32 bit 
	16+16 
	66 
	166-233 

	Pentium Pro/
Sixth 
	1995 
	64/32 bit 
	8+8 
	66 
	150-200 

	Pentium II/
Sixth 
	1997 
	64/32 bit 
	16+16 
	66 
	233-300 

	Pentium II/
Sixth
	1998 
	64/32 bit 
	16+16 
	66/100 
	300-450 

	Pentium III/
Sixth
	1999 
	64/32 bit 
	16+16 
	100 
	450-1.2GHz 

	AMD Athlon/
Seventh
	1999 
	64/32 bit 
	64+64 
	266 
	500-2.2GHz 

	Pentium 4/
Seventh
	2000
	64/32 bit
	12+8
	400
	1.4GHz-3.2GHz

	AMD Athlon 64/
Eigth
	2003
	64/64 bit
	64+64
	400
	2GHz


The third generation chips, based on Intel's 80386SX and DX processors, were the first 32-bit processors to appear in a PC. The main difference between these was that the 386SX was only a 32-bit processor on the inside, because it interfaces to the outside world through a 16-bit data bus. This meant that data moved between an SX processor and the rest of the system at half the speed of a 386DX.

Fourth generation processors were also 32-bit. However, they all offered a number of enhancements. First, the entire design was overhauled for Intel's 486 range, making them inherently more than twice as fast. Secondly, they all had 8K of cache memory on the chip itself, right beside the processor logic. This cached data transfers from main memory meaning that on average the processor needed to wait for data from the motherboard for only 4% of the time because it was usually able to get the information it required from the cache.

The 486DX model differed from the 486SX only in that it brought the maths co-processor on board as well. This was a separate processor designed to take over floating-point calculations. It had little impact on everyday applications but transformed the performance of spreadsheets, statistical analysis, CAD and so forth.

An important innovation was the clock doubling introduced on the 486DX2. This meant that the circuits inside the chip ran at twice the speed of the external electronics. Data was transferred between the processor, the internal cache and the math co-processor at twice the speed, considerably enhancing performance. The 486DX4 took this technique further, tripling the clock speed to run internally at 75 or 100MHz and also doubled the amount of Level 1 cache to 16K.

The Pentium is the defining processor of the fifth generation and provides greatly increased performance over the 486 chips that preceded it, due to several architectural changes, including a doubling of the data bus width to 64 bits. The P55C MMX processor made further significant improvements by doubling the size of the on-board primary cache to 32KB and by an extension to the instruction set to optimise the handling of multimedia functions.

The Pentium Pro, introduced in 1995 as the successor to the Pentium, was the first of the sixth generation of processor and introduced several unique architectural features that had never been seen in a PC processor before. The Pentium Pro was the first mainstream CPU to radically change how it executes instructions, by translating them into RISC-like micro-instructions and executing these on a highly advanced internal core. It also featured a dramatically higher-performance secondary cache compared to all earlier processors. Instead of using motherboard-based cache running at the speed of the memory bus, it used an integrated Level 2 cache with its own bus, running at full processor speed, typically three times the speed that the cache runs at on the Pentium.

Intel's first new chip since the Pentium Pro took almost a year and a half to produce, and when it finally appeared the Pentium II proved to be very much an evolutionary step from the Pentium Pro. This fuelled the speculation that one of Intel's primary goals in making the Pentium II was to get away from the expensive integrated Level 2 cache that was so hard to manufacture on the Pentium Pro. Architecturally, the Pentium II is not very different from the Pentium Pro, with a similar x86 emulation core and most of the same features.

The Pentium II improved on the Pentium Pro architecturally by doubling the size of the Level 1 cache to 32KB, using special caches to improve the efficiency of 16-bit code processing (the Pentium Pro was optimised for 32-bit processing and did not deal with 16-bit code quite as well) and increasing the size of the write buffers. However, the most talked about aspect of the new Pentium II was its packaging. The integrated Pentium Pro secondary cache, running at full processor speed, was replaced on the Pentium II with a special small circuit board containing the processor and 512KB of secondary cache, running at half the processor's speed. This assembly, termed a single-edge cartridge (SEC), was designed to fit into a 242-pin slot (Socket 8) on the new style Pentium II motherboard.

Intel's Pentium III - launched in the Spring of 1999 - failed to introduced any architectural improvements beyond the addition of 70 new Streaming SIMD Extensions. This afforded rival AMD the opportunity to take the lead in the processor technology race, which it seized a few months later with the launch of its Athlon CPU - the first seventh-generation processor.

Intel's seventh-generation Pentium 4 represented the biggest change to the company's 32-bit architecture since the Pentium Pro in 1995. One of the most important changes was to the processor's internal pipeline, referred to as Hyper Pipeline. This comprised 20 pipeline stages versus the ten for the P6 microarchitecture and was instrumental in allowing the processor to operate at significantly higher clock speeds than its predecessor.

Basic structure
A processor's major functional components are:

· Core: The heart of a modern is the execution unit. The Pentium has two parallel integer pipelines enabling it to read, interpret, execute and despatch two instructions simultaneously. 

· Branch Predictor: The branch prediction unit tries to guess which sequence will be executed each time the program contains a conditional jump, so that the Prefetch and Decode Unit can get the instructions ready in advance. 

· Floating Point Unit: The third execution unit in a Pentium, where non-integer calculations are performed. 

· Level 1 Cache: The Pentium has two on-chip caches of 8KB each, one for code and one for data, which are far quicker than the larger external secondary cache. 

· Bus Interface: This brings a mixture of code and data into the CPU, separates the two ready for use, and then recombines them and sends them back out. 
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All the elements of the processor stay in step by use of a "clock" which dictates how fast it operates. The very first microprocessor had a 100KHz clock, whereas the Pentium Pro uses a 200MHz clock, which is to say it "ticks" 200 million times per second. As the clock "ticks", various things happen. The Program Counter (PC) is an internal memory location which contains the address of the next instruction to be executed. When the time comes for it to be executed, the Control Unit transfers the instruction from memory into its Instruction Register (IR). 

At the same time, the PC is incremented so that it points to the next instruction in sequence; now the processor executes the instruction in the IR. Some instructions are handled by the Control Unit itself, so if the instruction says "jump to location 2749", the value of 2749 is written to the PC so that the processor executes that instruction next.

Many instructions involve the arithmetic and logic unit (ALU). This works in conjunction with the General Purpose Registers - temporary storage areas which can be loaded from memory or written to memory. A typical ALU instruction might be to add the contents of a memory location to a general purpose register. The ALU also alters the bits in the Status Register (SR) as each instruction is executed; this holds information on the result of the previous instruction. Typically, the SR has bits to indicate a zero result, an overflow, a carry and so forth. The control unit uses the information in the SR to execute conditional instructions such as "jump to address 7410 if the previous instruction overflowed".

This is about all there is as far as a very basic processor is concerned and just about any operation can be carried out using sequences of simple instructions like those described.

Architectural advances
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According to Moore's Law formulated in 1965 by Gordon Moore, co-founder of Intel), the number of transistors per integrated circuit would double every 18 months. Moore predicted that this trend would hold for the next ten years. In fact, as the graph illustrates, Intel has managed to doggedly follow this law for far longer. In 1978 the 8086 ran at 4.77MHz and had less than 30,000 transistors. By the end of the millennium the Pentium 4 had a staggering 42 million on-chip transistors and ran at 1.5GHz.

The laws of physics limit designers from increasing the clock speed indefinitely, and although clock rates go up every year, this alone wouldn't give the performance gains we're used to. This is the reason why engineers are constantly looking for ways to get the processor to undertake more work in each tick of the clock. One approach is to widen the data bus and registers. Even a 4-bit processor can add together two 32-bit numbers, but this takes lots of instructions, whereas a 32-bit processor could do the task in a single instruction. Most of today's processors have a 32-bit architecture, but 64-bit variants are on the way.

In the early days, processors could only deal with integers, or whole numbers. It was possible to write a program using simple instructions to deal with fractional numbers, but it would be slow. Virtually all processors today have instructions to handle floating point numbers directly.

To say that "things happen with each tick of the clock" underestimates how long it actually takes to execute an instruction. Traditionally, it took five ticks - one to load the instruction, one to decode it, one to get the data, one to execute it and one to write the result. In this case it is evident that a 100MHz processor would only be able to execute 20 million instructions per second.

Most processors now employ pipelining, which is rather like a factory production line. One stage in the pipeline is dedicated to each of the stages needed to execute an instruction, and each stage passes the instruction on to the next stage when it is finished with it. This means that at any one time, one instruction is being loaded, another is being decoded, data is being fetched for a third, a fourth is actually being executed and the result is being written for a fifth. With current technology, one instruction per clock cycle can be achieved.

Furthermore, many processors now have a superscalar architecture. This means that the circuitry for each stage of the pipeline is duplicated, so that multiple instructions can pass through in parallel. 1995's Pentium Pro, for example, was able to execute up to five instructions per clock cycle.

Manufacturing process
What differentiates the microprocessor from its predecessors constructed out of valves, individual transistors or small integrated circuits is that it brought us, for the first time, a complete processor on a single chip of silicon. 

Silicon is the basic material from which chips are made. It is a "semiconductor" which, when "doped" with impurities in a particular pattern, becomes a transistor, the basic building block of digital circuitry. The process involves etching the transistors, resistors, interconnecting tracks and so forth onto the surface of the silicon.

First a silicon ingot is grown. This must have a defect-free crystalline structure, an aspect which places limitations on its size. In the early days, ingots were limited to a diameter of 2in, although 8in is now commonplace. In the next stage, the ingot is cut up into slices called "wafers". These are polished until they have a flawless, mirror-like surface. It is these wafers on which the chips are created. Typically dozens of microprocessors are made on a single wafer.

The circuitry is built up in layers. Layers are made from a variety of substances. For example, silicon dioxide is an insulator, and polysilicon makes up conducting tracks. When bare silicon is exposed, it can be bombarded with ions to produce transistors - this is called doping.

To create the required features, layers are added to cover the entire surface of the wafer, and the superfluous portions are etched away. To do this, the new layer is covered with photoresist, onto which is projected an image of the features required. After exposure, developing removes those portions of the photoresist which had been exposed to light, leaving a mask through which etching can take place. The remaining photoresist is then removed using a solvent.

This process continues, a layer at a time, until a complete circuit is built up. Needless to say, with the features being made measuring less than a millionth of a metre across, the tiniest speck of dust can create havoc. Particles of dust can be anywhere from one to 100 microns across - three to 300 times the size of a feature. Microprocessors are manufactured in "clean rooms" - ultra-clean environments where the operators wear space-age protective suits.

In the early days, semiconductor manufacturing was hit and miss, with a success rate of less than 50% of working chips. Today, far higher yields are obtained, but nobody expects 100%. As soon as all the layers have been added to a wafer, each chip is tested and any offenders are marked. The individual chips are now separated, and at this point are called "dies". The faulty ones are discarded, while the good ones are packaged in Pin Grid Arrays - the ceramic rectangles with rows of pins on the bottom which most people think of as microprocessors.

The 4004 used a 10-micron process: the smallest feature was 10 millionths of a metre across. By today's standards, this is huge. For example, a Pentium Pro under these constraints would be about 5.5in x 7.5in, and would be slow; fast transistors have to be small. By 1998 most processors used a 0.25-micron process. Both Intel and AMD had reduced this to 0.13-micron by 2002, with 0.1-micron remaining the mid-term goal.

Software compatibility
In the early days of computing, many people wrote their own software, so the exact set of instructions a processor could execute was of little importance. Today, however, people expect to be able to use off-the-shelf software, so the instruction set is paramount. Although from a technical viewpoint there's nothing magic about the Intel 80x86 architecture, it has long since become the industry standard.

If a third party makes a processor which has different instructions, it won't be able to run industry standard software, resulting in no sales. So, in the days of 386s and 486s, companies like AMD cloned Intel processors, which meant that they were always about a generation behind. The Cyrix 6x86 and the AMD K5 were competitors to Intel's Pentium, but they weren't carbon copies. The K5 has its own native instruction set and translates 80x86 instructions into native ones as they're loaded, so AMD didn't have to wait for the Pentium before designing the K5. Much of it was actually designed in parallel - only the translation circuitry was held back. When the K5 did eventually appear, it leap-frogged the Pentium in terms of performance if the clock speeds were equal.

The other way in which processors with different architectures are given a degree of uniformity to the outside world is through standard buses. Since its emergence in 1994 the PCI bus has been one of the most important standards in this respect. PCI defines a collection of signals which enable the processor to communicate with other parts of a PC. It includes the address and data buses, plus a number of control signals. Processors have their own proprietary buses, so a chipset is used to convert from this "private" bus to the "public" PCI bus.

 

Pentium
The word pentium doesn't mean anything, but it contains the syllable pent, the Greek root for five. Originally Intel was going to call the Pentium the 80586, in keeping with the chip's 80x86 predecessors. But the company didn't like the idea that AMD, Cyrix, and any other clone makers could use the name 80x86 as well, so Intel decided on a trademarkable name - hence Pentium. 

The introduction of the Pentium in 1993 revolutionised the PC market by putting more power into the case of the average PC than NASA had in its air-conditioned computer rooms of the early 1960s. The Pentium's CISC-based architecture represented a leap forward from that of the 486. The 120MHz and above versions have over 3.3 million transistors, fabricated on a 0.35-micron process. Internally, the processor uses a 32-bit bus but externally the data bus is 64 bits wide. The external bus required a different motherboard and to support this Intel also released a special chipset for linking the Pentium to a 64-bit external cache and to the PCI bus.
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The majority of Pentiums (75MHz and above) operate on 3.3v with 5v I/O protection. The Pentium has a dual pipelined superscalar design, allowing it to execute more instructions per clock cycle. There are still five stages (Prefetch, Instruction Decode, Address Generate, Execute and Write Back) in the execution of integer instructions, like that of the 486, but the Pentium has two parallel integer pipelines, enabling it to read, interpret, execute and despatch two operations simultaneously. These only handle integer calculations - a separate Floating Point Unit handles "real" numbers.

The Pentium also uses two 8KB, two-way set, associative buffers (also known as primary or Level 1 cache), one for instructions and another for data. This is twice the amount of its predecessor, the 486. These caches contribute to increased performance because they act as a temporary storage place for data instructions obtained from the slower main memory.

A Branch Target Buffer (BTB) provides dynamic branch prediction. The BTB enhances instruction execution by "remembering" which way an instruction branched and applying the same branch the next time the instruction is used. When the BTB makes a correct prediction, performance is improved. An 80-point Floating Point Unit provides the arithmetic engine to handle "real" numbers. A System Management Mode (SMM) for controlling the power use of the processor and peripherals rounds out the design.

The table below shows the various incarnations of the Pentium processor from its launch in 1993 up until the introduction of the Pentium MMX:

	Date
	Codename
	Transistors
	Fabrication (µm)
	Speed (MHz)

	1993
	P5
	3,100,000
	0.80
	60/66

	1994
	P54
	3,200,000
	0.50
	75/90/100/120

	1995
	P54
	3,300,000
	0.35
	120/133

	1996
	P54
	3,300,000
	0.35
	150/166/200


Pentium Pro
Intel's Pentium Pro, which was launched at the end of 1995 with a CPU core consisting of 5.5 million transistors and 15.5 million transistors in the Level 2 cache, was initially aimed at the server and high-end workstation markets. It is a superscalar processor incorporating high-order processor features and is optimised for 32-bit operation. The Pentium Pro was also the first Intel microprocessor for some years not to use the venerable Socket 7 form factor, requiring the larger 242-pin Socket 8 interface and a new motherboard design.

The Pentium Pro differs from the Pentium in having an on-chip Level 2 cache of between 256KB and 1MB operating at the internal clock speed. The siting of the secondary cache on the chip, rather than on the motherboard, enables signals to get between the two on a 64-bit data path, rather than the 32-bit path of Pentium system buses. Their physical proximity also adds to the performance gain. The combination is so powerful that Intel claims 256KB of cache on the chip is equivalent to over 2MB of motherboard cache.

An even bigger factor in the Pentium Pro's performance improvement is down to the combination of technologies known as "dynamic execution". This includes branch prediction, data flow analysis and speculative execution. These combine to allow the processor to utilise otherwise wasted clock cycles, by making predictions about the program flow to execute instructions in advance.

The Pentium Pro was also the first processor in the x86 family to employ superpipelining, its pipeline comprising 14 stages, divided into three sections. The in-order front-end section, which handles the decoding and issuing of instructions, consists of eight stages. An out-of-order core, which executes the instructions, has three stages and the in-order retirement consists of a final three stages.
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The other, more critical distinction of the Pentium Pro is its handling of instructions. It takes the Complex Instruction Set Computer (CISC) x86 instructions and converts them into internal Reduced Instruction Set Computer (RISC) micro-ops. The conversion is designed to help avoid some of the limitations inherent in the x86 instruction set, such as irregular instruction encoding and register-to-memory arithmetic operations. The micro-ops are then passed into an out-of-order execution engine that determines whether instructions are ready for execution; if not, they are shuffled around to prevent pipeline stalls.

There are drawbacks in using the RISC approach. The first is that converting instructions takes time, even if calculated in nano or micro seconds. As a result, the Pentium Pro inevitably takes a performance hit when processing instructions. A second drawback is that the out-of-order design can be particularly affected by 16-bit code, resulting in stalls. These tend to be caused by partial register updates that occur before full register reads and they can impose severe performance penalties of up to seven clock cycles.

The table below shows the various incarnations of the Pentium Pro processor from its launch in 1995:

	Date
	Codename
	Transistors
	L2 Cache
	Fabrication (µm)
	Speed (MHz)

	1995
	P6
	5,500,000
	256/512KB
	0.50
	150

	1995
	P6
	5,500,000
	256/512KB
	0.35
	160/180/200

	1997
	P6
	5,500,000
	1MB
	0.35
	200


MMX
Intel's P55C MMX processor with MultiMedia eXtensions was launched at the beginning of 1997. It represented the most significant change to the basic architecture of the PC processor for ten years and provided three main enhancements:

· the on-board Level 1 cache of a standard Pentium was doubled to 32KB 

· fifty-seven new instructions were added which were specifically designed to manipulate and process video, audio and graphical data more efficiently 

· a new process called Single Instruction Multiple Data (SIMD) was developed which enabled one instruction to perform the same function on multiple pieces of data simultaneously. 

The larger primary cache means that the processor will have more information to hand, reducing the need to retrieve data from the Level 2 cache, and is of benefit to all software. The new instructions, used in conjunction with SIMD and the P55C's eight enhanced (64-bit) registers, make heavy use of parallelism, where eight bytes of data can be processed in a single cycle, instead of one per cycle. This has a special advantage for multimedia and graphics applications such as audio and video encoding/decoding, image scaling and interpolation. Instead of moving eight pixels of graphics data into the processor one at a time, to be processed separately, the eight pixels can be moved as one 64-bit packed value, and processed at once by a single instruction. Intel claimed these enhancements gave a 10-20% speed increase using non-MMX software and as much as a 60% increase on MMX-enabled applications.

The table below shows the various incarnations of the Pentium MMX processor from its launch in 1997 up until the introduction of the Pentium II:

	Date
	Codename
	Transistors
	Fabrication (µm)
	Speed (MHz)

	1997
	P55
	4,500,000
	0.28
	166/200/233

	1998
	P55
	4,500,000
	0.25
	266


Pentium II
Launched in mid-1997, the Pentium II introduced a number of major changes to the processing end of the PC:

· First, the chip itself and the system's Level 2 cache are connected by a dedicated bus which can run simultaneously with the processor-to-system bus. 

· Second, the processor, secondary cache and heatsink are all mounted on a small board that plugs into a slot on the motherboard, in a way more reminiscent of an add-in card than a traditional processor/socket arrangement. Intel has christened this the Single Edge Contact cartridge (SEC). 

· The third change is more of a synthesis really, as Pentium II unites the Dual Independent Bus (DIB) feature of the Pentium Pro with the MMX enhancements found on Pentium MMX processors to form a new kind of Pentium Pro/MMX hybrid. Consequently, whilst looking very different to previous Intel processors, internally the Pentium II is a mixture of new technologies and enhancements to old ones. 

Unlike the Pentium Pro, which operates at 3.3V, the Pentium II operates at 2.8 V, thereby allowing Intel to run it at higher frequencies without unduly increasing its power requirements. While a 200MHz Pentium Pro with a 512KB cache consumes about 37.9 watts of power, a 266-MHz Pentium II with a 512KB cache burns 37.0 W.

Like the Pentium Pro, the Pentium II utilises Intel's Dynamic Execution Technology. As software instructions are read into the processor and decoded, they're entered into an execution pool. Dynamic Execution Technology adopts three main approaches to optimising the way in which the processor deals with that code. Multiple Branch Prediction examines the program flow along several branches and predicts where the next instruction will be found in memory.

As the processor reads, it's also checking out instructions further down the pipeline, accelerating workflow as a result. Data Flow Analysis optimises the sequence in which instructions will be executed, by examining decoded instructions and determining whether they're ready for processing or if they're dependent on other instructions. Speculative Execution increases the speed that instructions are dealt with by looking ahead of the current instruction and processing further instructions that are likely to be needed. These results are then stored as speculative results until the processor knows which are needed and which aren't. At this point the instructions are returned to their normal order and added to the flow.

There are two basic benefits of Dynamic Execution Technology: Instructions are processed more quickly and efficiently than usual and, unlike CPUs utilising RISC architecture, programs don't have to be recompiled in order to extract the best from the processor. The CPU does all the work on the fly.
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The Pentium II employs a gunning-transceiver-logic (GTL+) host bus that offers glueless support for two processors. At the time of its launch, this provided a cost-effective, minimalist two-processor design that allows symmetric multiprocessing (SMP). The two-processor limitation was not imposed by the Pentium II itself, but by the supporting chipset. Initially limiting the chipset to a dual-processor configuration, allowed Intel and workstation vendors to offer dual-processor systems in a more timely and economical manner than would otherwise have been possible. The limitation was removed in mid-1998 with the release of the 450NX chipset, supporting 1- to 4-way processor operation. The 440FX chipset, comprising PMC and DBX chips, does not offer memory interleaving, but does support EDO DRAM, allowing improved memory performance by reducing clock latencies.

When Intel designed the Pentium II, it also tackled the poor 16-bit performance of its forefather. The Pentium Pro is superb at running fully 32-bit software such as Windows NT, but fell behind even the standard of the Pentium when running 16-bit code. This meant worse than Pentium performance under Windows 95, large parts of which are still 16-bit. Intel solved this problem by using the Pentium's segment descriptor cache in the Pentium II.

Like the Pentium Pro, the Pentium II is extremely fast for floating point arithmetic. Along with the Accelerated Graphics Port (AGP) this will make the Pentium II a powerful solution for high-performance 3D graphics.

SEC
The Pentium II's Single Edge Contact cartridge technology allows the core and L2 cache to be fully enclosed in a plastic and metal cartridge. These sub-components are surface mounted directly to a substrate inside the cartridge to enable high-frequency operation. The cartridge allows the use of widely available, high-performance industry Burst SRAMs for the dedicated L2 cache, enabling high-performance processing at mainstream price points.

There are six individually packaged devices on the SEC cartridge substrate: the processor, four industry-standard burst-static-cache RAMs and one tag RAM. The SEC cartridge confers important design advantages. The Pentium Pro's PGA package required 387 pins, while the SEC cartridge uses only 242. This one-third reduction in the pin count is due to the fact that the SEC cartridge contains discrete components, such as termination resistors and capacitors. These items provide signal decoupling, which means that far fewer power pins are required. The slot the SEC cartridge uses is called Slot 1 and can be seen as taking over where the previous Socket 7 processor mount left off.

DIB
The Dual Independent Bus (DIB) architecture - first implemented in the Pentium Pro processor - was created to aid processor bus bandwidth. Having two (dual) independent buses enables the Pentium II processor to access data from either of its buses simultaneously and in parallel, rather than in a singular sequential manner as in a single bus system.

The processor reads and writes data to and from the Level 2 cache using a specialised high-speed bus. Called the backside bus, it's separate from the CPU to main memory system bus (now called the frontside bus). The DIB architecture allows the processor to use both buses simultaneously, and also confers other advantages.

While the bus between the CPU and the Level 2 cache runs slower than on the conventional Pentium Pro (at half the processor clock speed), it's extremely scaleable. As the processor gets faster, so does the cache, independent of the frontside bus. Additionally, frontside bus speeds can increase without affecting the Level 2 cache bus. It's also believed that having the memory on the same silicon as the CPU badly affected the yields of the 512KB Pentium Pro, keeping prices high. The pipelined frontside bus also enables multiple simultaneous transactions (instead of singular sequential transactions), accelerating the flow of information within the system and boosting overall performance.

Together the Dual Independent Bus architecture improvements provide up to three times the bandwidth performance of a single bus architecture processor - as well as supporting the evolution to a 100MHz system bus. 

Deschutes
A 333MHz incarnation of the Pentium II, codenamed "Deschutes" after a river that runs through Oregon, was announced at the start of 1998, with 400MHz and higher clock speeds planned for later in the year. The name Deschutes actually refers to two distinct CPU lines.

The Slot 1 version is nothing more than a slightly evolved Pentium II. Architecture and physical design are identical, except that the Deschutes Slot 1 part is made using 0.25-micron technology introduced in the autumn of 1997 with the Tillamook notebook CPU rather than the 0.35-micron fab process which is used for the 233MHz to 300MHz parts. Using 0.25 micron means that transistors on the die are physically closer together and the CPU uses less power and consequently generates less waste heat for a given clock frequency, allowing the core to be clocked to higher frequencies.

Everything else about the Slot 1 Deschutes is identical to a regular Pentium II. Mounted on a substrate and encased in a single-edge contact (SEC) cartridge, it incorporates the MMX instruction set and interfaces with its 512K secondary cache at half its core clock speed. It has the same edge connector and runs on the same motherboards with the same chipsets. As such, it still runs with the 440FX or 440LX chipsets at 66MHz external bus speed.

In early 1998 a much larger leap in performance came with the next incarnation of Deschutes, when the advent of the new 440BX chipset allowed 100MHz system bus bandwidth, reducing data bottlenecks and supporting clock speeds of 350MHz and above. By early 1999 the fastest desktop Pentium II was the 450MHz processor.

The other processor to which the name Deschutes refers is the Slot 2 part, launched in mid-1998 as the Pentium II Xeon processor. Intel has pitched the Slot 1 and Slot 2 Deschutes as complementary product lines, with the Slot 1 designed for volume production and Slot 2 available for very high-end servers and such like, where cost is secondary to performance.

The table below shows the various incarnations of the Pentium II processor from its launch in 1997 up until the introduction of the Pentium Xeon:

	Date
	Codename
	Transistors
	Fabrication (µm)
	Speed (MHz)

	1997
	Klamath
	7,500,000
	0.28
	233/266/300

	1998
	Deschutes
	4,500,000
	0.25
	333/350/400


Celeron
In an attempt to better address the low-cost PC sector - hitherto the province of the cloners, AMD and Cyrix, who were continuing to develop the legacy Socket 7 architecture - Intel launched its Celeron range of processors in April 1998.

Based around the same P6 microarchitecture as the Pentium II, and using the same 0.25-micron fab process, Celeron systems offered a complete package of the latest technologies, including support for AGP graphics, ATA-33 hard disk drives, SDRAM and ACPI. The original Celerons worked with any Intel Pentium II chipset that supported a 66MHz system bus - including the 440LX, 440BX and the new 440EX -the latter being specifically designed for the "Basic PC" market. Unlike the Pentium II with its Single Edge Cartridge (SEC) packaging, the Celeron has no protective plastic sheath around its processor card, which Intel calls the Single Edge Processor Package (SEPP). It's still compatible with Slot 1, allowing existing motherboards to be used, but the retention mechanism for the CPU card has to be adapted to handle the SEPP form factor.

The initial 266MHz and 300MHz Celerons, with no Level 2 cache, met with a less-than-enthusiastic market response, carrying little or no advantage over clone-based Socket 7 systems, yet failing to deliver a compelling performance advantage. In August 1998 Intel beefed up its Celeron range with the processor family formerly codenamed "Mendocino". Consequently, starting with the 300A, all Celerons have come equipped with 128KB of on-die Level 2 cache running at full CPU speed and communicating externally via a 66MHz bus. This has made the newer Celerons far more capable than their sluggish predecessors.

Somewhat confusingly, all Celeron processors from the 300A up until the 466MHz were available in two versions - the SEPP form factor or in a plastic pin grid array (PPGA) form factor. The former was regarded as the mainstream version - compatible with Intel's existing Slot 1 architecture - while the latter was a proprietary Pin 370 socket, neither Socket 7 nor Slot 1. The use of a socket, rather than a slot, gave more flexibility to motherboard designers as a socket has a smaller footprint as well as better heat dissipation characteristics. Consequently, it provided OEMs with more potential to lower system design costs. The 500MHz version was available in PPGA packaging only.

The table below shows the various versions of the Pentium II Celeron processor between its launch in 1998 and its subsequent transition to use of a Pentium III core in 2000:

	Date
	Codename
	Transistors
	Fabrication (µm)
	Speed (MHz)

	1998
	Covington
	7,500,000
	0.25
	266/300

	1998
	Mendocino
	19,000,000
	0.25
	300A/333

	1999
	Mendocino
	19,000,000
	0.25
	366 to 500

	2000
	Mendocino
	19,000,000
	0.25
	533


In the spring of 2000 the packaging picture became even more complicated with the announcement of the first Celeron processors derived from Intel's 0.18-micron Pentium III Coppermine core. These were produced using yet another form factor - Intel's low-cost FC-PGA (flip-chip pin grid array) packaging. This appeared to mark the beginning of a phasing out of both the PPGA and Slot 1 style of packaging, with subsequent Pentium III chips also supporting the FC-PGA form factor. New Socket 370 motherboards were required to support the new FC-PGA form factor. Pentium III processors in the FC-PGA had two RESET pins, and required VRM 8.4 specifications. Existing Socket 370 motherboards were henceforth referred to as "legacy" motherboards, while the new 370-pin FC-PGA Socket-370 motherboards were referred to as "flexible" motherboards.

At the time of its introduction the Coppermine-based Celeron ran at 566MHz. There were a number of speed increments up until 766MHz, at which point the next significant improvement in the Celeron line was introduced. This was in early 2001, when the 800MHz version of the CPU became the first to use a 100MHz FSB. By the time the last Coppermine-based Celeron was released in the autumn of 2001, speeds had reached 1.1GHz. 

The first Celeron based on Intel's 0.13-micron Tualatin core debuted at the beginning of 2002 at 1.2GHz. Given that the Tualatin's future in the mainstream desktop arena had been all but completely undermined by the Pentium 4 by the time of it's release, there was speculation that the new core might find a niche in the budget CPU market. However, for this to happen required that Tualatin's potential for moving the Celeron family forward to a 133MHz FSB to be realised. The prospects of this were not encouraging though, with both the debut CPU and the 1.3MHz version released in early 2002 being restricted to a 100MHz FSB and use of PC100 memory modules.

It subsequently became apparent that even for the Celeron the Tualatin would be no more than a stopgap, only taking the range to 1.5GHz. At that point it appeared that the plan was for the Pentium 4 Willamette core to move to the value sector, address the long-standing FSB bottleneck and take the Celeron family to 1.8GHz and beyond. If this turns out to be the case then it means that FC-PGA2 motherboards will have had a very short life span indeed!

Pentium Xeon
In June 1998 Intel introduced its Pentium II Xeon processor, rated at 400MHz. Technically, Xeon represented a combination of Pentium Pro and Pentium II technology and was designed to offer outstanding performance in critical applications for workstations and servers. Using the new Slot 2 interface, Xeon was nearly twice the size of Pentium II, primarily because of the increased Level 2 cache. The cache system was similar to the type used in the Pentium Pro, which was one of the Xeons main cost factors. Another was the fact that ECC SRAM was to be standard in all Xeons.

When launched, the chip was available with either 512KB or 1MB of Level 2 cache. The former was intended for the workstation market, the latter was intended for server implementations. A 2 MB version appeared later in 1999.

Like the 350MHz and 400MHz Pentium II CPUs, the Front Side Bus ran at 100MHz for improved system bandwidth. The most dramatic improvement over the standard Pentium II was that the Level 2 cache ran at the same speed as the core of the CPU, unlike Slot 1 designs which limited the Level 2 cache to half the core frequency, allowing Intel to use cheaper off-the-shelf burst SRAM as Level 2 cache, rather than fabricating its own custom SRAM. The far more expensive custom-fabbed full-speed Level 2 cache was the primary reason for the price differential between the Slot 1 and Slot 2 parts.

Another limitation that Slot 2 overcame was the dual-SMP (symmetric multiprocessor) limit. The inability to run multiprocessor Pentium II systems with more than two CPUs had been the main reason for the Pentium Pro's survival in the high-end server sector, where multiple processor configurations were often required. Systems based on the Pentium II Xeon processor could be configured to scale to four or eight processors and beyond.

Although Intel had decided to target the Xeon at both the workstation and server markets, it developed different motherboard chipsets for each of these. The 440GX chipset was built around the core architecture of the 440BC chipset and was intended for workstations. The 450NX, on the other hand, was designed specifically for the server market.

By early 1999 the take-up of the Xeon processor had been rather slow. This was largely due to the fact that Xeon processors weren't available in sufficiently higher clock speeds than the fastest Pentium II to justify their high price premium. However, an innovative product from SuperMicro held out the prospect of improving the Xeon's fortunes. Using the fact that both the Pentium II and Xeon CPUs shared the same P6 microarchitecture and therefore operated in very similar ways, SuperMicro designed a simple-looking adapter that allowed a standard Pentium II/350 or faster to slot into their new S2DGU motherboard. This ingenious design made it possible - for the first time - to upgrade between two different x86 architectures without having to change motherboards.

Close on the heels of the launch of the Pentium III in the spring of 1999 came the Pentium III Xeon, formerly codenamed "Tanner". This was basically a Pentium Xeon with the new Streaming SIMD Extensions (SSE) instruction set added. Targeted at the server and workstation markets, the Pentium III Xeon was initially shipped as a 500MHz processor with either 512KB, 1MB or 2MB of Level 2 cache. In the autumn of 1999 the Xeon moved to the 0.18-micron Cascade's core, with speeds increasing from an initial 667MHz to 1GHz by late 2000.

In the spring of 2001 the first Pentium 4 based Xeon was released, at clock speeds of 1.4, 1.5 and 1.7Ghz. Based on the Foster core, this was identical to a standard Pentium 4 apart from its microPGA Socket 603 form factor and its dual processor capability. The Pentium 4 Xeon was supported by the i860 chipset, very similar to the desktop i850 chipset with the addition of dual processor support, 2x64-bit PCI buses and Memory Repeater Hubs (MRH-R) to increase the maximum memory size to 4GB (8 RIMMs). The i860 also featured a prefetch cache to reduce memory latency and help improve bus contention for dual processor systems. A year later a multiprocessor version was released, allowing 4 and 8-way Symmetric Multiprocessing (SMP) and featuring an integrated Level 3 cache of 512Kb or 1Mb. 

 

Pentium III
Intel's successor to the Pentium II, formerly codenamed "Katmai", came to market in the spring of 1999. With the introduction of the MMX came the process called Single Instruction Multiple Data (SIMD). This enabled one instruction to perform the same function on several pieces of data simultaneously, improving the speed at which sets of data requiring the same operations could be processed. The new processor introduced 70 new Streaming SIMD Extensions - but doesn't make any other architecture improvements.

50 of the new SIMD Extensions are intended to improve floating-point performance. In order to assist data manipulation there are eight new 128-bit floating-point registers. In combination, these enhancements can lead to up to four floating-point results being returned at each cycle of the processor. There are also 12 New Media instructions to complement the existing 57 integer MMX instructions by providing further support for multimedia data processing. The final 8 instructions are referred to by Intel as the New Cacheability instructions. They improve the efficiency of the CPU's Level 1 cache and allow sophisticated software developers to boost the performance of their applications or games.

Other than this, the Pentium III makes no other architecture improvements. It still fits into Slot 1 motherboards, albeit with simplified packaging - the new SECC2 cartridge allows a heatsink to be mounted directly onto the processor card and uses less plastic in the casing. The CPU still has 32KB of Level 1 cache and will initially ship in 450MHz and 500MHz models with a frontside bus speed of 100MHz and 512KB of half-speed Level 2 cache, as in the Pentium II. This means that unless a user is running a 3D/games application that has been specifically written to take advantage of Streaming SIMD Extensions - or uses the 6.1 version or later of Microsoft's DirectX API - they're unlikely to see a significant performance benefit over a similarly clocked Pentium II.

October 1999 saw the launch of Pentium III processors, codenamed "Coppermine", built using Intel's advanced 0.18-micron process technology. This features structures that are smaller than 1/500th the thickness of a human hair - smaller than bacteria and smaller than the (human-) visible wavelength of light. The associated benefits include smaller die sizes and lower operating voltages, facilitating more compact and power-efficient system designs and making possible clock speeds of 1GHz and beyond. The desktop part was initially available in two forms, with either 100MHz or 133MHz FSBs at speeds ranging from 500MHz to 700MHz and 733MHz respectively. The part notation used differentiated 0.18-micron from 0.25-micron processors at the same frequency by the suffix "E" and versions with the 133MHz FSB by the suffix "B". 

Although the size of the Level 2 cache on the new Pentium IIIs was halved to 256KB, it was placed on the die itself to run at the same speed as the processor, rather than half the speed as before. The ability to operate at full-speed more than makes up for the missing 256KB. Intel refers to the enhanced cache as "Advanced Transfer Cache". In real terms ATC means the cache is connected to the CPU via a 256-bit wide bus - four times wider than the 64-bit bus of a Katmai-based Pentium III. Overall system performance is further enhanced by Intel's Advanced System Buffering technology, which increases the number of "buffers" between the processor and its system bus resulting in a consequent increase in information flow.

The announcement of the 850MHz and 866MHz Pentium IIIs in the spring of 2000 appeared to confirm Intel's intention to rationalise CPU form factors across the board - signalled earlier by the announcement of the first 0.18-micron Celerons in a new FC-PGA (flip-chip pin grid array) packaging - with these versions being available in both SECC2 and FC-PGA packaging. The limited availability of FC-PGA compatible motherboards in the first half of 2000 created a market for the "slot-to-socket adapter" (SSA). This, however, resulted in something of a minefield for consumers, with some SSA/motherboard combinations causing CPUs to operate out of specification - thereby voiding the Intel processor limited warranty - and potentially damaging the processor and/or motherboard!

Soon after its launch on 31 July 2000, Intel faced the embarrassment of having to recall all of its shipped 1.13GHz Coppermine CPUs after it was discovered that the chip caused systems to hang when running certain applications. Many linked the problem with the increasing competition from rival chipmaker AMD - who had succeeded in beating Intel to the 1GHz barrier a few weeks earlier - believing that Intel may have been forced into introducing faster chips earlier than it had originally planned.

The new Tualatin Pentium III core was another example of the degree to which Intel had allowed its long-term technology plans to be derailed by short-term marketing considerations.

Tualatin
It had been Intel's original intention to introduce the Tualatin processor core long before it actually did, as a logical progression of the Pentium III family that would - as a consequence of its finer process technology - allow higher clock frequencies. In the event, the company was forced to switch its focus to the (still 0.18-micron) Pentium 4, on the basis that it represented a better short term prospect in its ongoing "clocking war" with AMD than the Tualatin which, of course, would require a wholesale switch to a 0.13-micron fabrication process. As a consequence it was not until mid-2001 that the new core appeared.

The Tualatin is essentially a 0.13-micron die shrink of its Coppermine predecessor. It does offer one additional performance enhancing feature however - Data Prefetch Logic (DPL). DPL analyses data access patterns and uses available FSB bandwidth to "prefetch" data into the processor's L2 cache. If the prediction is incorrect, there is no associated performance penalty. If it's correct, time to fetch data from main memory is avoided.

Although Tualatin processors are nominally Socket 370 compliant, clocking, voltage and signal level differences effectively mean that they will not work in existing Pentium III motherboards.

Since the release of the Pentium Pro, all Intel P6 processors have used Gunning Transceiver Logic+ (GTL+) technology for their FSB. The GTL+ implementation actually changed slightly from the Pentium Pro to the Pentium II/III, the latter implementing what is known as the Assisted Gunning Transceiver Logic+ (AGTL+) bus. Both GTL+ and AGTL+ use 1.5V signalling. Tualatin sees a further change, this time to an AGTL signalling bus that uses 1.25V signalling and is capable of a peak theoretical maximum throughput of 1.06GBps. Furthermore, the new core supports use of a differential bus clocking scheme - in addition to single-ended clocking - as a means of reducing Electromagnetic Interference (EMI) associated with higher clock speeds.

Because it is manufactured on a smaller process, Tualatin requires much less power than did the Coppermine core. The VRM8.4 specification used by its predecessor only provided support for voltages in increments of 0.05V. Tualatins CPUs require voltage regulators that comply with VRM8.8 specifications, allowing adjustments in increments of 0.025V.

Finally, Tualatin introduces a novelty in the exterior of the of the CPU. Its new FC-PGA2 packaging contains an Integrated Heat Spreader (IHS) designed to perform two important functions. The first is to improve heat dissipation by providing a larger surface area onto which a heatsink can be attached. The second is to afford protection against mechanical damage to the fragile processor core, not least against the accidental damage that can occur during the fitting of a heatsink.

Three Socket 370 versions of Tualatin were originally defined: the Pentium III-A desktop unit, the Pentium III-S server unit and the Pentium III-M mobile unit. The server and mobile versions both boast an increased L2 cache of 512KB. Consistent with the apparent desire to avoid making the Tualatin too much of a threat to the flagship Pentium 4 processor in the mainstream desktop market, the former has the same 256KB L2 cache configuration as its Coppermine predecessor.

The table below shows the various incarnations of the Pentium III desktop processor to date:

	Date
	Codename
	Transistors
	L2 Cache
	Fabrication (µm)
	Speed (MHz)

	1999
	Katmai
	9,500,000
	512KB
	0.25
	450/500/550

	1999
	Coppermine
	28,100,000
	256KB (on-die)
	0.18
	533 to 733MHz

	2000
	Coppermine
	28,100,000
	256KB (on-die)
	0.18
	850MHz to 1GHz

	2001
	Tualatin
	44,000,000
	256KB (on-die)
	0.13
	1.2GHz to 1.4GHz


Not only was the Tualatin the company's first CPU to be produced using a 0.13-micron fabrication process, it also marked Intel's transition to the use of copper interconnects instead of aluminium.

Copper interconnect
Every chip has a base layer of transistors, with layers of wiring stacked above to connect the transistors to each other and, ultimately, to the rest of the computer. The transistors at the first level of a chip are a complex construction of silicon, metal, and impurities precisely located to create the millions of minuscule on-or-off switches that make up the brains of a microprocessor. Breakthroughs in chip technology have most often been advances in transistor-making. As scientists kept making smaller, faster transistors and packing them closer together, the interconnect started to present problems.
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Aluminium had long been the conductor of choice, but by the mid-1990s it was clear that it would soon reach the technological and physical limits of existing technology. Pushing electrons through smaller and smaller conduits becomes harder to do - aluminium just isn't fast enough at these new, smaller sizes. Scientists had seen this problem coming for years and sought to find a way to replace aluminium with one of the three metals that conduct electricity better: copper, silver, or gold. However, after many years of trying, no one had succeeded in making a marketable copper chip.

All this changed in September 1998, when IBM used its revolutionary new copper interconnect technology to produce a chip which used copper wires, rather than the traditional aluminium interconnects, to link transistors. It was immediately apparent that this seemingly minor change would have significant repercussions for future processor designs. Copper interconnects promised the ability to shrink die sizes and reduce power consumption, while allowing faster CPU speeds from the same basic design.

IBM has historically been renown for its lead in process technology, but has often failed to capitalise on it commercially. This time it has implemented the technology rapidly, first announcing the 0.18-micron CMOS 7SF "Damascus" process at the end of 1997. Subsequent development was by a four-company alliance which included fabrication equipment manufacturer Novellus Systems and, in 1999 IBM offered the 7SF process to third parties as part of its silicon foundry services.

One of the problems which had thwarted previous attempts to use copper for electrical connections was its tendency to diffuse into the silicon dioxide substrate used in chips - rendering the chip useless. The secret of IBM's new technology is a thin barrier layer, usually made from refractory titanium or tungsten nitride. This is applied after the photolithographic etching of the channels in the substrate. A microscopic seed layer of copper is deposited on top of this to enable the subsequent copper layer, deposited over the whole chip by electroplating, to bond. Chemical polishing removes surplus copper.

Pentium 4
In early 2000, Intel unveiled details of its first new IA-32 core since the Pentium Pro - introduced in 1995. Previously codenamed "Willamette" - after a river that runs through Oregon - it was announced a few months later that the new generation of microprocessors would be marketed under the brand name Pentium 4 and be aimed at the advanced desktop market rather than servers.

Representing the biggest change to Intel's 32-bit architecture since the Pentium Pro in 1995, the Pentium 4's increased performance is largely due to architectural changes that allow the device to operate at higher clock speeds and logic changes that allow more instructions to be processed per clock cycle. Foremost amongst these is the Pentium 4 processor's internal pipeline - referred to as Hyper Pipeline - which comprises 20 pipeline stages versus the ten for the P6 microarchitecture.

A typical pipeline has a fixed amount of work that is required to decode and execute an instruction. This work is performed by individual logical operations called "gates". Each logic gate consists of multiple transistors. By increasing the stages in a pipeline, fewer gates are required per stage. Because each gate requires some amount of time (delay) to provide a result, decreasing the number of gates in each stage allows the clock rate to be increased. It allows more instructions to be "in flight" or at various stages of decode and execution in the pipeline. Although these benefits are offset somewhat by the overhead of additional gates required to manage the added stages, the overall effect of increasing the number of pipeline stages is a reduction in the number of gates per stage, which allows a higher core frequency and enhances scalability.

In absolute terms, the maximum frequency that can be achieved by a pipeline in an equivalent silicon production process can be estimated as:

1/(pipeline time in ns/number of stages) * 1,000 (to convert to megahertz) = maximum frequency

Accordingly, the maximum frequency achievable by a five-stage, 10-ns pipeline is: 1/(10/5) * 1,000 = 500MHz 

In contrast, a 15-stage, 12-ns pipeline can achieve: 1/(12/15) * 1,000 = 1,250MHz or 1.25GHz

Additional frequency gains can be achieved by changing the silicon process and/or using smaller transistors to reduce the amount of delay caused by each gate.

Other new features introduced by the Pentium 4's new micro-architecture - dubbed NetBurst - include:

· an innovative Level 1 cache implementation comprising - in addition to an 8KB data cache - an Execution Trace Cache, that stores up to 12K of decoded x86 instructions (micro-ops), thus removing the latency associated with the instruction decoder from the main execution loops 

· a Rapid Execution Engine that pushes the processor's ALUs to twice the core frequency resulting in higher execution throughput and reduced latency of execution - the chip actually uses three separate clocks: the core frequency, the ALU frequency and the bus frequency 

· a very deep, out-of-order speculative execution engine - referred to as the Advanced Dynamic that avoids stall can occur while instructions are waiting for dependencies resolve by providing a large window of from which units choose> 

· a 256KB Level 2 Advanced Transfer Cache that provides a 256-bit (32-byte) interface that transfers data on each core clock, thereby delivering a much higher data throughput channel - 44.8 GBps (32 bytes x 1 data transfer per clock x 1.4 GHz) - for a 1.4GHz Pentium 4 processor 

· SIMD Extensions 2 (SSE2) - the latest iteration of Intel's Single Instruction Multiple Data technology which integrate 76 new SIMD instructions and improvements to 68 integer instructions, allowing chip grab 128-bits at a time in both floating-point and integer and thereby accelerate CPU-intensive encoding and decoding operations such as streaming video, speech, 3D rendering and other multimedia procedures 

· the industry's first 400MHz system bus, providing a 3-fold increase in throughput compared with Intel current 133MHz bus. 

Based on Intel's ageing 0.18-micron process, the new chip comprised a massive 42 million transistors. Indeed, the chip's original design would have resulted in a significantly larger chip still - and one that was ultimately deemed too large to build economically at 0.18 micron. Features that had to be dropped from the Willamette's original design included a larger 16KB Level 1 cache, two fully functional FPUs and 1MB of external Level 3 cache. What this reveals is that the Pentium 4 really needs to be built on 0.13-micron technology - something that was to finally happen in early 2002.

The first Pentium 4 shipments - at speeds of 1.4GHz and 1.5GHz - occurred in November 2000. Early indications were that the new chip offered the best performance improvements on 3D applications - such as games - and on graphics intensive applications such as video encoding. On everyday office applications - such as word processing, spreadsheets, Web browsing and e-mail - the performance gain appeared much less pronounced.

One of the most controversial aspects of the Pentium 4 was its exclusive support - via its associated chipsets - for Direct Rambus DRAM (DRDRAM). This made Pentium 4 systems considerably more expensive than systems from rival AMD that allowed use of conventional SDRAM, for little apparent performance gain. Indeed, the combination of an AMD Athlon CPU and DDR SDRAM outperformed Pentium 4 systems equipped with DRDRAM at a significantly lower cost.

During the first half of 2001 rival core logic providers SiS and VIA decided to exploit this situation by releasing Pentium 4 chipsets that did support DDR SDRAM. Intel responded in the summer of 2001 with the release of its i845 chipset. However, even this climbdown appeared half-hearted, since the i845 supported only PC133 SDRAM and not the faster DDR SDRAM. It was not until the beginning of 2002 that the company finally went the whole hog, re-releasing the i845 chipset to extend support to DDR SDRAM as well as PC133 SDRAM.

During the course of 2001 a number of faster versions of the Pentium 4 CPU were released. The 1.9GHz and 2.0GHz versions released in the summer of 2001 were available in both the original 423-pin Pin Grid Array (PGA) socket interface and a new Socket 478 form factor. The principal difference between the two is that the newer format socket features a much more densely packed arrangement of pins known as a micro Pin Grid Array (µPGA) interface. It allows both the size of the CPU itself and the space occupied by the interface socket on the motherboard to be significantly reduced.

The introduction of the of the Socket 478 form factor at this time was designed to pave the way for the Willamette's 0-13-micron successor, known as Northwood.

Northwood
For several months after the Pentium 4 began shipping in late 2000 the leadership in the battle to have the fastest processor on the market alternated between Intel and rival AMD, with no clear winner emerging. However, towards the end of 2001 AMD had managed to gain a clear advantage with its Athlon XP family of processors.

Intel's response came at the beginning of 2002, in the shape of the Pentium 4 Northwood core, manufactured using the 0.13-micron process technology first deployed on the company's Tualatin processor in mid-2001. The transition to the smaller fabrication technology represents a particularly important advance for the Pentium 4. When it was originally released as a 0.18-micron processor, it featured a core that was almost 70% larger than the competition. A larger core means that there is a greater chance of finding defects on a single processor thus lowering the yield of the part. A larger core also means that fewer CPUs can be produced per wafer also making the CPU a very expensive family member.

The 0.13-micron Northwood core addresses this issue. Compared with the original 0.18-micron Willamette die's surface area of 217mm2, the Northwood's is a mere 146mm2. What this means is that on current 200mm wafers, Intel is now able to produce approximately twice as many Pentium 4 processors per wafer as was possible on the 0.18-micron process.

In fact, architecturally the new Northwood core doesn't differ much at all from its predecessor and most of it's differences can be attributed to the smaller process technology. First off, Intel exploited the opportunity this gave them to increase the transistor count - up to 55 million from 42 million - by increasing the size of the Level 2 cache from 256KB to 512KB.

The use 0.13-micron technology also allowed the Vcore to be reduced from 1.75V to 1.5V, thereby significantly influencing heat dissipation. The maximum heat dissipation of the older Pentium 4 processors working at 2GHz was 69W; by contrast, the new Pentium 4 Northwood working at the same clock frequency dissipates only 41W of heat.

The Northwood processors released in early 2002 were available in two speeds; 2.0GHz and 2.2GHz. In order to differentiate it from its older 0.18-micron counterpart, the former is referred to as a Pentium 4 2A. 2.26GH and 2.4GHz versions - using a faster Quad Pumped Bus working at 533MHz - are expected by spring 2002 and the 3GHz milestone is likely to be reached before the end of the year.

The new core completed the transition from the Socket 423 interface used by earlier Pentium 4s to the Socket 478 form factor, all Northwood versions being available only in the latter format. It is expected that Socket 478 to Socket 423 converters will be available to enable owners of older motherboards to upgrade to the newer processors. Socket 478 motherboards may be coupled with either Intel's i850 (DRDRAM) chipset or DDR SDRAM supporting chipsets such as the i845 and rival offerings from SiS and VIA.

In the autumn of 2002, the Pentium 4 became the first commercial microprocessor to operate at 3 billion cycles-per-second. The 3.06GHz Pentium 4 was also significant in that it marked the introduction of Intel's innovative Hyper-Threading (HT) Technology to the desktop arena. In fact, HT Technology has been present on earlier Pentium 4 processors. It hasn't been enabled before because the system infrastructure necessary to take full advantage of the technology - chipset support, motherboards that meet the required power and thermal specifications, the necessary BIOS, driver and operating system support - hasn't been in place previously.

Pioneered on Intel's advanced server processors, HT Technology enables a PC to work more efficiently by maximising processor resources and enabling a single processor to run two separate threads of software simultaneously. For multitasking environments, the net result is an improved level of performance which manifests itself in appreciably better system responsiveness.

Pentium 4 performance received a significant boost in the spring of 2003 with the announcement of technical innovations that both accelerated the speed at which data flows between the computer's processor and system memory and also doubled the computer's networking bandwidth. 

The new processor was an excellent illustration of how ramping up clock speeds is not the only way to increase performance. Increasing the fastest system bus speed from 533MHz to 800MHz enables information to be transmitted within the system up to 50% faster than in the chip's previous version. Furthermore, by providing support for dual-channel DDR400 memory, the new i875P/i865 chipset platform - announced at the same time - provides the increased memory bandwidth architecture necessary for the faster system bus to be fully exploited, the 6.4GBps of memory bandwidth provided by dual-channel DDR400 memory being perfectly balanced with the 800MHz FSB.
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The first of the 800MHz FSB CPUs was the Pentium 4 3.0C - "C" designating 800MHz FSB support, much like the "B" designation of 533MHz FSB support in the early days of the first 533MHz FSB Pentium 4 processors. This was 66MHz less than Intel's previous fastest Pentium 4. Lower clocked versions still were introduced over the succeeding period, culminating in the release of a 3.2GHz model in the summer of 2003. This was expected to be the last 0.13-micron Northwood processor before the debut of new Prescott core - produced using a 90 nanometre process (0.09 microns) - in the final quarter of 2003.

Hyper-Threading technology
Virtually all contemporary operating systems divide their work load up into processes and threads that can be independently scheduled and dispatched to run on a processor. The same division of work load can be found in many high-performance applications such as database engines, scientific computation programs, engineering-workstation tools, and multi-media programs. To gain access to increased processing power, most contemporary operating systems and applications are also designed to execute in dual- or multi-processor environments, where - through the use of symmetric multiprocessing (SMP) - processes and threads can be dispatched to run on a pool of processors.
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Hyper-Threading technology leverages this support for process- and thread-level parallelism by implementing two logical processors on a single chip. This configuration allows a thread to be executed on each logical processor. Instructions from both threads are simultaneously dispatched for execution by the processor core. The processor core executes these two threads concurrently, using out-of-order instruction scheduling to keep as many of its execution units as possible busy during each clock cycle.

Architecturally, a processor with Hyper-Threading technology is viewed as consisting of two logical processors, each of which has its own IA-32 architectural state. After power up and initialisation, each logical processor can be individually halted, interrupted, or directed to execute a specified thread, independently from the other logical processor on the chip. The logical processors share the execution resources of the processor core, which include the execution engine, the caches, the system bus interface, and the firmware.

Legacy software will run correctly on a HT-enabled processor, and the code modifications to get the optimum benefit from the technology are relatively simple. Intel estimates that a performance gain of up to 30% is possible, when executing multi-threaded operating system and application code. Moreover, in multi-processor environments the increase in computing power will generally scale linearly as the number of physical processors in a system is increased. 

Prescott
In February 2004 Intel formally announced four new processors, built on the company's industry-leading, high-volume 90 nanometre manufacturing technology. Formerly codenamed Prescott, the new processors were clocked at between 2.8 and 3.4GHz and differentiated from the previous Northwood series by an "E" designation. The expectation is for chips based on the Prescott core to have reached clock speeds of 4GHz by the end of 2004.

Initially, Prescott CPUs will use the same Socket 478 interface as earlier Pentium versions, run on the 800 MHz FSB, support Hyper-Threading and are compatible with a number of current Intel chipsets, such as the i875P and i865 family. The new core is expected to subsequently move to the so-called Socket T interface. This uses a land grid array (LGA) 775 pinouts and is a much cheaper form of packaging than either PGA or BGA. 

The Prescott's major differences from its predecessor are its significantly deeper stage pipeline, increased cache sizes and an enhanced SSE instruction set. Compared with it's predecessor, the Prescott's pipeline has an additional 11 stages. The effect of a 31-stage pipeline will be to afford far greater headroom for faster clock speeds in the future. The size of both the L1 and L2 caches have been doubled to 16KB 8-way set associative and 1MB respectively, and the new core has 13 more SSE instructions - now referred to as SSE3 - than the Northwood. 

Built exclusively on 300 mm wafers, Intel's 90nm process technology combines high performance, low-power transistors, strained silicon, high-speed copper interconnects and a new low-k dielectric material. The new processors represent the first time all of these technologies have been integrated into a single manufacturing process. The Prescott core is also Intel's first to have 7 metal layers, the additional layer being necessitated by the big increase in the new CPU's transistor count, 125 million compared to the Northwood's 55 million. Despite this, at 112mm2 the new 90nm Prescott core is more than 20% smaller than it's predecessor. 
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Shortly after the launch of it's initial line-up of Prescott-based CPUs, Intel also signalled that its future Socket T based Prescotts (as well as its next-generation 32-bit Xeon processors) will include 64-bit x86 extensions that are compatible with AMD’s 64-bit architecture. While this tacit endorsement of its 64-bit technology initiatives can be seen as a victory for AMD - and a potential indictment against Intel's own 64-bit Itanium 2 processors - it might also spell trouble for Intel's rival in the longer term, by forcing AMD's 64-bit processor line to compete on price, rather than technology. 

The table below shows the various incarnations of the Pentium 4 desktop processor to date:

	Date
	Codename
	Transistors
	Die
Size
	L2
Cache
	Fabrication
(µm)
	Speed
(GHz)

	2000
	Willamette
	42,000,000
	217mm2
	256KB
	0.18
	1.4 to 2.0

	2002
	Northwood
	55,000,000
	146mm2
	512KB
	0.13
	2.0 to 3.4

	2004
	Prescott
	125,000,000
	112mm2
	1MB
	0.09
	2.8 >


Itanium
It was in June 1994 that Hewlett-Packard announced their joint research-and development project aimed at providing advanced technologies for end-of- the-millennium workstation, server and enterprise-computing products and October 1997 that they revealed the first details of their 64-bit computing architecture. At that time the first member of Intel's new family of 64-bit processors - codenamed "Merced", after a Californian river - was slated for production in 1999, using Intel's 0.18-micron technology. In the event the Merced development programme slipped badly and was estimated at still nearly a year from completion when Intel announced the selection of the brand name Itanium at the October 1999 Intel Developer Forum.

A major benefit of a 64-bit computer architecture is the amount of memory that can be addressed. In the mid-1980s, the 4GB addressable memory of 32-bit platforms was more than sufficient. However, by the end of the millennium large databases exceeded this limit. The time taken to access storage devices and load data into virtual memory has a significant impact on performance. 64-bit platforms are capable of addressing an enormous 16 TB of memory - 4 billion times more than 32-bit platforms are capable of handling. In real terms this means that whilst a 32-bit platform can handle a database large enough to contain the name of every inhabitant of the USA since 1977, a 64-bit one is sufficiently powerful to store the name of every person who's lived since the beginning of time! However, notwithstanding the impact that it's increased memory addressing will have, it is its Explicitly Parallel Instruction Computing (EPIC) technology - the foundation for a new 64-bit Instruction Set Architecture (ISA) - that represents Itanium's biggest technological advance.

EPIC, incorporating an innovative combination of speculation, prediction and explicit parallelism, advances the state-of-art in processor technologies, specifically addressing the performance limitations found in RISC and CISC technologies. Whilst both of these architectures already use various internal techniques to try to process more than one instruction at once where possible, the degree of parallelism in the code is only determined at run-time by parts of the processor that attempt to analyse and re-order instructions on the fly. This approach takes time and wastes die space that could be devoted to executing, rather than organising instructions. EPIC breaks through the sequential nature of conventional processor architectures by allowing software to communicate explicitly to the processor when operations can be performed in parallel.

The result is that the processor can simply grab as large a chunk of instructions as possible and execute them simultaneously, with minimal pre-processing. Increased performance is realised by reducing the number of branches and branch mis-predicts, and reducing the effects of memory-to-processor latency. The IA-64 Instruction Set Architecture - published in May 1999 - applies EPIC technology to deliver massive resources with inherent scaleability not possible with previous processor architectures. For example, systems can be designed to slot in new execution units whenever an upgrade is required, similar to plugging in more memory modules on existing systems. According to Intel the IA-64 ISA represents the most significant advancement in microprocessor architecture since the introduction of its 386 chip in 1985.

IA-64 processors will have massive computing resources including 128 integer registers, 128 floating-point registers, and 64 predicate registers along with a number of special-purpose registers. Instructions will be bundled in groups for parallel execution by the various functional units. The instruction set has been optimised to address the needs of cryptography, video encoding and other functions that will be increasingly needed by the next generation of servers and workstations. Support for Intel's MMX technology and Internet Streaming SIMD Extensions is maintained and extended in IA-64 processors.

Whilst IA-64 is emphatically not a 64-bit version of Intel's 32-bit x86 architecture nor an adaption of HP's 64-bit PA-RISC architecture, it does provide investment protection for today's existing applications and software infrastructure by maintaining compatibility with the former in processor hardware and with the latter through software translation. However, one implication of ISA is the extent to which compilers will be expected to optimise instruction streams - and a consequence of this is that older software will not run at optimal speed unless it's recompiled. IA-64's handling of 32-bit software has drawn criticism from AMD whose own proposals for providing support for 64-bit code and memory addressing, codenamed "Sledgehammer", imposes no such penalties on older software.

The following diagrams illustrate the greater burden placed on compiler optimisation for two of IA-64's innovative features:

· Predication, which replaces branch prediction by allowing the processor to execute all possible branch paths in parallel, and 

· Speculative loading, which allows IA-64 processors to fetch data before the program needs it, even beyond a branch that hasn't executed 
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Predication is central to IA-64's branch elimination and parallel instruction scheduling. Normally, a compiler turns a source-code branch statement (such as IF-THEN-ELSE) into alternate blocks of machine code arranged in a sequential stream. Depending on the outcome of the branch, the CPU will execute one of those basic blocks by jumping over the others. Modern CPUs try to predict the outcome and speculatively execute the target block, paying a heavy penalty in lost cycles if they mispredict. The basic blocks are small, often two or three instructions, and branches occur about every six instructions. The sequential, choppy nature of this code makes parallel execution difficult.

When an IA-64 compiler finds a branch statement in the source code, it analyses the branch to see if it's a candidate for predication, marking all the instructions that represent each path of the branch with a unique identifier called a predicate for suitable instances. After tagging the instructions with predicates, the compiler determines which instructions the CPU can execute in parallel - for example, by pairing instructions from different branch outcomes because they represent independent paths through the program.

The compiler then assembles the machine-code instructions into 128-bit bundles of three instructions each. The bundle's template field not only identifies which instructions in the bundle can execute independently but also which instructions in the following bundles are independent. So if the compiler finds 16 instructions that have no mutual dependencies, it could package them into six different bundles (three in each of the first five bundles, and one in the sixth) and flag them in the templates. At run time, the CPU scans the templates, picks out the instructions that do not have mutual dependencies, and then dispatches them in parallel to the functional units. The CPU then schedules instructions that are dependent according to their requirements.

When the CPU finds a predicated branch, it doesn't try to predict which way the branch will fork, and it doesn't jump over blocks of code to speculatively execute a predicted path. Instead, the CPU begins executing the code for every possible branch outcome. In effect, there is no branch at the machine level. There is just one unbroken stream of code that the compiler has rearranged in the most parallel order.

At some point, of course, the CPU will eventually evaluate the compare operation that corresponds to the IF-THEN statement. By this time, the CPU has probably executed some instructions from both possible paths - but it hasn't stored the results yet. It is only at this point that the CPU does this, storing the results from the correct path, and discarding the results from the invalid path.
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Speculative loading seeks to separate the loading of data from the use of that data, and in so doing avoid situations where the processor has to wait for data to arrive before being able to operate on it. Like prediction, it's a combination of compile-time and run-time optimisations.

First, the compiler analyses the program code, looking for any operations that will require data from memory. Whenever possible, the compiler inserts a speculative load instruction at an earlier point in the instruction stream, well ahead of the operation that actually needs the data. It also inserts a matching speculative check instruction immediately before the operation in question. At the same time the compiler rearranges the surrounding instructions so that the CPU can despatch them in parallel.

At run time, the CPU encounters the speculative load instruction first and tries to retrieve the data from memory. Here's where an IA-64 processor differs from a conventional processor. Sometimes the load will be invalid - it might belong to a block of code beyond a branch that has not executed yet. A traditional CPU would immediately trigger an exception - and if the program could not handle the exception, it would likely crash. An IA-64 processor, however, won't immediately report an exception if the load is invalid. Instead, the CPU postpones the exception until it encounters the speculative check instruction that matches the speculative load. Only then does the CPU report the exception. By then, however, the CPU has resolved the branch that led to the exception in the first place. If the path to which the load belongs turns out to be invalid, then the load is also invalid, so the CPU goes ahead and reports the exception. But if the load is valid, it's as if the exception never happened.

An important milestone was reached in August 1999 when a prototype 0.18-micron Merced CPU, running at 800MHz, was demonstrated running an early version of Microsoft's 64-bit Windows operating system. Production Itaniums will use a three-level cache architecture, with two levels on chip and a Level 3 cache which is off-chip but connected by a full-speed bus. The first production models - currently expected in the second half of year 2000 - will come in two versions, with either 2MB or 4MB of L3 cache. Initial clock frequencies will be 800MHz - eventually rising to well beyond 1GHz.

TeraHertz technology
In 1971, Intel's first processor - the 4004 - had 2,300 transistors. Thirty years later, the Pentium 4 had about 42 million. During that time chip makers' basic strategy for making processors faster has been to shrink transistors to enable them to operate at higher frequencies and to enable more complex circuits to be packed onto a silicon die. However, as semiconductors have become ever more complex and new milestones in transistor size and performance have been achieved, power consumption and heat have emerged as limiting factors to the continued pace of chip design and manufacturing. The application of existing designs to future processors is unworkable because of current leakage in the transistor structure, which results in increased power consumption and the generation more heat.

In late 2002, Intel Corporation announced that its researchers had developed an innovative transistor structure and new materials that represented an important milestone in the effort to maintain the pace of Moore's Law, and that would lead to a dramatic improvement in transistor speed, power efficiency and heat reduction. The new structure has been dubbed the Intel TeraHertz transistor because of its ability to be switched on and off more than one trillion times per second. The company hopes to eventually manufacture chips with more than a billion transistors - more than 10 times faster than, and fabricated with 25 times the density of transistors of the most advanced chips available in the early 2000s. Achieving this will mean that some chip elements will measure as little as 20nm wide - 1/250th the width of a human hair!
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The transistor is a simple device built on a wafer of silicon that functions as an electronic on/off switch. Conventional transistors have 3 terminals: the gate, source and drain. The source and drain are variants of the basic silicon and the gate is a material called polysilicon. Below the gate is a thin layer called the gate dielectric, made of silicon dioxide. When voltage is applied to the transistor, the gate is "on" and electricity flows from source to drain. When the gate is "off", there is no flow of electricity.

Intel's TeraHertz transistor will contain three major changes. First, the transistors will feature thicker source and drain regions, substructures inside individual transistors that allow electrical current to pass. Second, an ultra-thin silicon insulating layer will be embedded below the source and drain. This is different from conventional silicon-on-insulator (SOI) devices, being fully depleted to create maximum drive current when the transistor is turned on, thereby enabling the transistor to switch on and off faster. The oxide layer also blocks unwanted current flow when the transistor gate is off. Third, the chemical composition of the gate oxide - the layer that connects the transistor gate to the source and drain - will be changed to a new "high-k gate dielectric" material, grown using a technology called "atomic layer deposition", in which growth occurs in layers one molecule thick at a time. The precise chemical composition of the gate oxide has yet to be decided, candidates including oxides from aluminium and titanium, amongst others.

All three improvements are independent but work toward the same goal: allowing transistors to use electricity more efficiently:

· Thickening the source and drain regions and changing the chemical composition of the gate oxide will help stem gate leakage, current that leaks out of the gate. The smaller transistors get the more current escapes from them, forcing designers to pump in even more electricity, which in turn generates even more heat. Intel claims the new material will reduce gate leakage more than 10,000 times compared with silicon dioxide. 

· The addition of the SOI layer will also lower resistance to the flow of current across the source and drain. Ultimately, lower resistance will allow designers to either lower power consumption or improve performance at a given level of energy. 

· Other benefits are also likely to appear. For example, free-floating alpha particles that come in contact with a transistor on current chips can switch a transistor's state unexpectedly and cause errors. In the future, these will be absorbed by the ultra thin SOI layer. 

Current Pentium 4 processors run at 45 Watts; the aim is for the TeraHertz transistor to enable power dissipation levels to be kept within the 100-Watt range in future processor designs.

Intel has hinted that it could use parts of the TeraHertz technology in its next-generation, 0.09-micron chips, due in 2003 or sooner. Ultimately the chemical and architectural changes embodied in the new technology will culminate in the second half of the current decade. By 2007 the company is aiming to make chips that operate with a billion transistors but consume about the same amount of power as a Pentium 4 processor did at the time of its introduction at the turn of the millennium. In terms of clock speeds, the new transistors are expected to enable a 10GHz processor to be produced by 2005 and a 20GHz chip by the end of the decade or thereabouts.

Roadmap
The table below presents the anticipated roadmap of future Intel mainstream desktop processor developments:

	 
	H1'04
	H2'04

	- Pentium 4, Prescott core, 0.13-micron, Socket 478, 512KB L2 cache, 800MHz FSB, Hyper-Threading
	to 3.4GHz
	 

	- Pentium 4, Prescott core, 0.09-micron, Socket 478, 1MB L2 cache, 800MHz FSB, Hyper-Threading, SSE3 instructions, Grantsdale chipset
	to 3.4GHz
	 

	- Pentium 4, Prescott core, 0.09-micron, Socket 775, 1MB L2 cache, 800MHz FSB, Hyper-Threading, SSE3 instructions, Grantsdale chipset
	 
	to 4.0GHz

	- Celeron, Prescott core, 0.13-micron, 128KB L2 cache, 400MHz FSB, Hyper-Threading, Socket 478
	to 2.8GHz
	 

	- Celeron, Prescott core, 0.09-micron, 256KB L2 cache, 533MHz FSB, Hyper-Threading, Socket 478
	to 3.06GHz
	 

	- Celeron, Prescott core, 0.09-micron, 256KB L2 cache, 533MHz FSB, Hyper-Threading, Socket 478/775
	 
	to 3.33GHz
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Last Updated - 18Apr04
Intel has enjoyed a comfortable position as the PC processor manufacturer of choice in recent years. Dating from the time of their 486 line of processors, in 1989, it has been Cyrix, together with fellow long-time Intel cloner Advanced Micro Devices (AMD), who have posed the most serious threat to Intel's dominance. 

AMD's involvement in personal computing spans the entire history of the industry, the company having supplied every generation of PC processor, from the 8088 used in the first IBM PCs to the new, seventh-generation AMD Athlon processor. In fact, the commonly held view that the Athlon represents the first occasion in the history of the x86 CPU architecture that Intel had surrendered the technological lead to a rival chip manufacturer is not strictly true. A decade earlier AMD's 386DX-40 CPU bettered Intel's 486SX chip in terms of speed, performance and cost.

In the early 1990s both AMD and Cyrix made their own versions of the 486DX, but their products became better known with their 486DX2 clones, one copying the 486DX2-66 (introduced by Intel in 1992) and another upping the ante to 80MHz for internal speed. The 486DX2-80 was based on a 40MHz system bus, and unlike the Intel DX2 chips (which ran hot at 5V) it ran at the cooler 3.3V. AMD and Cyrix both later introduced clock-tripled versions of their 40MHz 486 processors, which ran at 120MHz. Both AMD and Cyrix offered power management features beginning with their clock-doubled processors, with Intel finally following suit with its DX4, launched a couple of years later.

Although Intel stopped improving the 486 with the DX4-100, AMD and Cyrix kept going. In 1995, AMD offered the clock-quadrupled 5x86, a 33MHz 486DX that ran internally at 133MHz. AMD marketed the chip as comparable in performance to Intel's new Pentium/75, and thus the company called it the 5x86-75. But it was a 486DX in all respects, including the addition of the 16K Level 1 cache (the cache built into the processor), which Intel had introduced with the DX4. Cyrix followed suit with its own 5x86, called the M1sc, but this chip was much different from AMD's. In fact, the M1sc offered Pentium-like features, even though it was designed for use on 486 motherboards. Running at 100MHz and 120MHz, the chip included a 64-bit internal bus, a six-stage pipeline (as opposed to the DX4's five-stage pipeline), and branch-prediction technology to improve the speed of instruction execution. It's important to remember, however, that the Cyrix 5x86 appeared after Intel had introduced the Pentium, so these features were more useful in upgrading 486s than in pioneering new systems. 

In the post-Pentium era, designs from both manufacturers have met with reasonable levels of market acceptance, especially in the low-cost, basic PC market segment. With Intel now concentrating on its Slot 1 and Slot 2 designs, the target for its competitors is to match the performance of Intel's new designs as they emerge, without having to adopt the new processor interface technologies. As a consequence the lifespan of the Socket 7 form factor has been considerably extended, with both motherboard and chipset manufacturers co-operating with Intel's competitors to allow Socket 7 based systems to offer advanced features such as 100MHz frontside bus and AGP support. 

Mid-1999 saw some important developments, likely to have a significant bearing on the competitive position in the processor market in the coming years. In August, Cyrix finally bowed out of the PC desktop business when National Semiconductor sold the rights to its x86 CPUs to Taiwan-based chipset manufacturer VIA Technologies. The highly integrated MediaGX product range remained with National Semiconductor - to be part of the new Geode family of system-on-a-chip solutions the company is developing for the client devices market. 

A matter of days later, VIA announced its intention to purchase IDT's Centaur Technology subsidiary - responsible for the design and production of its WinChip x86 range of processors. It is unclear if these moves signal VIA's intention to become a serious competitor in the CPU market, or whether its ultimate goal is to compete with National Semiconductor in the system-on-a-chip market. Hitherto the chipset makers have lacked any x86 design technology to enable them to take the trend for low-cost chipsets incorporating increasing levels of functionality on a single chip to its logical conclusion. 

The other significant development was AMD seizing the technological lead from Intel with the launch of its new Athlon (formerly codenamed "K7") processor. With Intel announcing delays to its "Coppermine" 0.18-micron Pentium III at around the same time as AMD's new processor's launch, it's going to be interesting to see whether the company can capitalise on its unprecedented opportunity to dominate in the high-performance arena and what impact the Athlon has on the company's fortunes in the longer term. 

Cyrix 6x86
Unveiled in October 1995, the 6x86 was the first Pentium-compatible processor to reach the market and the result of a collaboration with IBM's Microelectronics Division. Acceptance of the 6x86 was initially slow because Cyrix priced it too high, mistakenly thinking that since the chip's performance was comparable to Intel's, its price could be too. Once Cyrix readjusted its sights and accepted its position as a low-cost, high-performance alternative to the Intel Pentium series, the chip made a significant impact in the budget sector of the market. 

Since a 6x86 processor was capable of an equivalent level of performance to a Pentium chip at a lower clock speed, Cyrix collaborated with a number of other companies to develop an alternative to the traditional clock speed-based rating system. The resulting Processor Performance rating, or P-rating, is an application-based standardised performance measure and Cyrix processors traditionally run at a slower clock speed than their P-rating with no apparent performance degradation. For example, the P133+ runs at a clock speed of 110MHz, while the P150+ and P166+ run at 120MHz and 133MHz respectively. 

The 6x86's superior performance was due to improvements in the chip's architecture which allowed the 6x86 to access its internal cache and registers in one clock cycle (a Pentium typically takes two or more for a cache access). Furthermore, the 6x86's primary cache was unified, rather than comprising two separate 8KB sections for instructions and data. This unified model was able to store instructions and data in any ratio, allowing an improved cache hit rate in the region of 90%. 

Indeed, the 6x86 has a number of similarities to the Pentium Pro. It's a sixth-generation superscalar, superpipelined processor, able to fit a Pentium P54C socket (Socket 7). It contains 3.5 million transistors, initially manufactured on a 0.5 micron five-layer process. It has a 3.3v core with 5v I/O protection. 

The 6x86 features, like that of the Pentium, are: superscalar architecture, 80-bit FPU, 16KB primary cache and System Management Mode (SMM). However, it has a number of important differences. The 6x86 is superpipelined, meaning there are seven, instead of five, pipeline stages (Prefetch, two Decode, two Address Generation, Execute, and Write-back) to keep information flowing faster and avoid execution stalls. Also present is Register Renaming, providing temporary data storage for instant data availability without waiting for the CPU to access the on-chip cache or system memory. 
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Other new features include data dependency removal, multi-branch prediction, speculative execution "out-of-order" completion. The presence of these architectural components prevent pipeline stalling by continually providing instruction results: predicting requirements, executing instructions a high level of accuracy and allowing faster instructions to exit the pipeline of order, without disrupting the program flow. All this boosts 6x86 performance a level beyond a similarly-clocked Pentium. 

The real key to the 6x86 is its processing of code. It handles code in "native mode"; it fully optimises the x86 CISC instruction set. This applies to both 16- and 32-bit code. The Pentium does this, too, but by contrast a Pentium Pro requires the conversion of CISC instructions to RISC (or micro) operations before they enter the pipelines. Consequently, the 6x86 execution engine, unlike the Pentium Pro, doesn't take a performance hit when handling 16- or 32-bit applications because no code conversion is required. The Pentium Pro, on the other hand, is known to be designed as a pure 32-bit processor and 16-bit instructions can stall considerably while in its pipeline. 

All of these additional architectural features add up to one thing for the Cyrix 6x86: better performance at a lower clock speed. Compared with a Pentium on a clock-for-clock basis, the 6x86 is a more efficient chip. 

However, early 6x86s in particular were plagued by a number of problems, notably overheating, poor floating-point performance and Windows NT incompatibilities. These adversely impacted the processor's success and the 6x86's challenge to the Pentium proved short-lived, being effectively ended by the launch of Intel's MMX-enabled Pentiums at the start of 1997. 

Cyrix MediaGX
The introduction of the MediaGX processor in February 1997 defined the first new PC architecture in a decade, and ignited a new market category - the low-cost "Basic PC". The growth of this market has been explosive, and Cyrix's processor technology and system-level innovation has been a critical component. 

The more processing that occurs on a PC's CPU itself, the more efficient the overall system performance. In traditional computer designs, the CPU processes data at the megahertz of the chip, while the bus that moves data to and from other components operates at only half that speed, or even less. This means that data movement to and from the CPU takes more time - and the potential for data "stalls" increases. Cyrix eliminated this bottleneck with MediaGX technology.

The MediaGX architecture integrates the graphics and audio functions, the PCI interface and the memory controller into the processor unit, thereby eliminating potential system conflicts and end-user configuration problems. It consists of two chips - the MediaGX processor and the MediaGX Cx5510 companion chip. The processor uses a propriety socket requiring a specially designed motherboard. 

The MediaGX processor is a x86-compatible processor which directly interfaces to a PCI bus and EDO DRAM memory over a dedicated 64-bit data bus. Cyrix claims that the compression technique used over the data bus obviates the need for a Level 2 cache. There is 16KB unified Level 1 cache on the CPU - the same amount as on a standard Pentium chip. 
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Graphics are handled by a dedicated pipeline on the CPU itself and the display controller is also on the main processor. There is no video memory, the frame buffer being stored in main memory without the performance degradation associated with traditional Unified Memory Architecture (UMA), using instead Cyrix's own Display Compression Technology (DCT). VGA data operations are handled in hardware, but VGA registers and controls are controlled through Cyrix's Virtual System Architecture (VSA) software. 

The companion chip, the MediaGX Cx5510, houses the audio controller and again uses VSA software to mimic the functionality of industry standard audio chips. It also provides the bridge to the ISA bus and IDE and I/O ports. It bridges the MediaGX processor over the PCI bus to the ISA bus and interfaces to the IDE and I/O ports and also performs traditional chipset functions. 

After its acquisition by National Semiconductor in November 1997, the new company reasserted its intention to compete with Intel and to focus on driving down the price of PCs by continuing to develop its "PC on a chip" Media GX technology. By the summer of 1998 MediaGX processors, based on 0.25-micron fabrication, had reached speeds of 233MHz and 266MHz, with higher speed grades expected by the end of the year. 

Cyrix 6x86MX
Cyrix's response to Intel's MMX technology was the 6x86MX, launched in mid-1997, shortly before the company was acquired by National Semiconductor. The company stuck with the Socket 7 format for its new chip, a decision which held down costs to system builders and ultimately consumers by extending the life of existing chipsets and motherboards. 

The architecture of the new chip remains essentially the same as that of its predecessor, with the addition of MMX instructions, a few enhancements to the Floating Point Unit, a larger 64KB unified primary cache and an enhanced memory-management unit. It's dual-pipeline design is similar to the Pentium's but simpler and more flexible than the latter's RISC-based approach. 

The 6x86MX was well-received in the marketplace, with a 6x86MX/PR233 (running at a clock speed of 187MHz) proving faster than both a 233MHz Pentium II and K6. The MX was also the first leading processor capable of running on a 75MHz external bus, which provides obvious bandwidth advantages and boosts overall performance. On the downside, and in common with previous Cyrix processors, the 6x86MX's floating-point performance was significantly less good than that of its competitors, adversely affecting 3D graphics performance. 

Cyrix MII
The M II is an evolution of the 6x86MX, operating at higher frequencies. By the summer of 1998 0.25-micron MII-300 and MII-333 processors were being produced out of National Semiconductor's new manufacturing facility; in Maine and the company claimed to have already seen shrinks of its 0.25-micron process to produce 0.22-micron geometries on its way to its stated goal of 0.18 micron in 1999. 

AMD K6
For many years Advanced Micro Devices (AMD), like Cyrix, had made 286, 386 and 486 CPUs that were directly derived from Intel's designs. The K5 was the company's first independently created x86 processor, and one for which AMD had held high hopes. In the event, however, it met with only limited success, more as a result of missing its window of opportunity than any particular problems with the processor itself. 

However, it's purchase of a California-based competitor in the spring of 1996 appears to have enabled AMD to prepare better for its next assault on Intel. The K6 began life as the Nx686, being renamed after the acquisition of NextGen. The K6 range of MMX-compatible processors was launched in mid-1997, some weeks ahead of the Cyrix 6x86MX, and met with immediate critical acclaim.

Manufactured on a 0.35-micron five-layer-metal process, the K6 was almost 20% smaller than a Pentium Pro yet contained 3.3 million more transistors (8.8 million to 5.5 million). Most of these additional transistors resided in the chip's 64KB Level 1 cache, consisting of 32KB of instruction cache and 32KB of writeback dual-ported cache. This was four times as much as the Pentium Pro and twice as much as the Pentium MMX and Pentium II.

The K6 supported Intel's MMX Technology, including 57 new x86 instructions designed to enhance and accelerate multimedia software. Like the Pentium Pro, the K6 owed a great deal to classic Reduced Instruction Set Computer (RISC) designs. Using AMD's RISC86 superscalar microarchitecture, the chip decoded each x86 instruction into a series of simpler operations that could then be processed using typical RISC principles - such as out-of-order execution, register renaming, branch prediction, data forwarding and speculative execution. 

The K6 was launched in 166MHz, 200MHz and 233MHz versions. Its level of performance was very similar to a similarly clocked Pentium Pro with its maximum 512KB Level 2 cache. In common with Cyrix's MX chip - but to a somewhat lesser extent - floating-point performance was an area of relative weakness compared with Intel's Pentium Pro and Pentium II processors. However, the processor's penetration of the marketplace in late 1997/early 1998 was hampered by problems AMD had in migrating its new 0.25-micron manufacturing process from its development labs to its manufacturing plant. As well as causing a shortage of 200MHz and 233MHz parts, this also delayed the introduction of 266MHz chip and the cancellation of the 300MHz chip.

AMD K6-2
The 9.3-million-transistor AMD K6-2 processor was manufactured on AMD's 0.25-micron, five-layer-metal process technology using local interconnect and shallow trench isolation at AMD's Fab 25 wafer fabrication facility in Austin, Texas. The processor was packaged in a 100MHz Super7 platform-compatible, 321-pin ceramic pin grid array (CPGA) package.
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The K6-2 incorporates the innovative and efficient RISC86 microarchitecture, a large 64KB Level 1 cache (32KB dual-ported data cache, 32KB instruction cache with an additional 20KB of predecode cache) and an improved floating-point execution unit. The MMX unit's execution speed has also been tweaked, addressing one of the criticisms of the K6. At its launch in mid-1998 the entry-level version of the CPU was rated at 300MHz - by early 1999 the fastest processor available was a 450MHz version. 

The K6-2's 3D capabilities represented the other major breakthrough. These were embodied in AMD's 3DNow! technology, a new set of 21 instructions that worked to enhance the standard MMX instructions already included in the K6 architecture, dramatically speeding up the sort of operations required in 3D applications.

The 550MHz K6-2 released, in early 2001, was to be AMD's fastest and final processor for the ageing Socket 7 form factor, being subsequently replaced in the value sector of the desktop market by the Duron processor.

3DNow!
With the launch of K6-2, in May 1998, AMD stole something of a march on Intel, whose similar Katmai technology was not due for release until up to a year later, in the first half of 1999. By the end of March 1999 the installed base of 3DNow! technology-enhanced PCs was estimated to have reached about 14 million systems worldwide. 

By improving the processor's ability to handle floating-point calculations, 3DNow! technology closed the growing performance gap between processor and graphics accelerator performance - and eliminated the bottleneck at the beginning of the graphics pipeline. This cleared the way for dramatically improved 3D and multimedia performance.

Processing in the graphics pipeline can be viewed as comprising four stages:

· Physics: The CPU performs floating-point-intensive physics calculations to create simulations of the real world and the objects in it 

· Geometry: Next, the CPU transforms mathematical representations of objects into three-dimensional representations, using floating point intensive 3D geometry 

· Setup: The CPU starts the process of creating the perspective required for a 3D view, and the graphics accelerator completes it 

· Rendering: Finally, the graphics accelerator applies realistic textures to computer-generated objects, using per-pixel calculations of colour, shadow, and position. 
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Each 3DNow! instruction handles two floating-point operands, and the K6-2 micro-architecture allows it to execute two 3DNow! instructions per clock cycle, giving a total of four floating-point operations per cycle. The K6-2's multimedia units combine the existing MMX instructions, which accelerate integer-intensive operations, with the new 3DNow! instructions, and both types can execute simultaneously. Of course, with graphics cards which accelerate 3D in hardware, a great deal of 3D rendering is already being done off the CPU. However, with many 3D hardware solutions, that still leaves a lot of heavily floating-point intensive work at the "front-end" stages of the 3D graphics pipeline - scene generation and geometry mainly, but also triangle setup. Intel's P6 architecture, as used in Pentium II and Celeron, has always been particularly strong in this area, leaving AMD, Cyrix and IBM behind. The new 3DNow! instruction redress the balance with Single Instruction Multiple Data (SIMD) floating-point operations to enhance 3D geometry setup and MPEG decoding. 

A wide range of application types benefited from 3DNow! technology, which was also licensed by Cyrix and IDT/Centaur for use in their processors. As well as games, these included VRML web sites, CAD, speech recognition and software DVD decoding. Performance was further boosted by use with Microsoft's DirectX 6.0, released in the summer of 1998, which included routines to recognise and get the most out of the new instruction set. Future versions of the OpenGL API were also be optimised for 3DNow!

AMD K6-III
In February 1999 AMD announced that it had begun volume shipments of the 400MHz AMD K6-III processor, codenamed "Sharptooth", and was sampling the 450MHz version to OEM customers. The key feature of this new processor was its innovative "TriLevel Cache" design.

Traditionally, PC processors have relied on two levels of cache:

· Level 1 (L1) cache, which is usually located internally on the silicon 

· Level 2 (L2) cache, which can reside either externally on a motherboard or in a slot module, or internally in the form of an "on-chip" backside L2 cache. 

In designing a cache subsystem, the general rule of thumb is that the larger and faster the cache, the better the performance (the more quickly the CPU core can access instructions and data). Recognising the benefits of a large and fast cache design in feeding ever more power-hungry PC applications, AMD's "TriLevel Cache" introduced a number of cache design architectural innovations, designed to enhance the performance of PCs based on the Super7 platform:

· An internal 256KB L2 write-back cache operating at the full speed of the AMD-K6-III processor and complementing the 64KB L1 cache, which was standard in all AMD-K6 family processors 

· A multiport internal cache design, enabling simultaneous 64-bit reads and writes to both the L1 cache and the L2 cache 

· A 4-way set associative L2 cache design enabling optimal data management and efficiency 

· A 100MHz frontside bus to a Super7 motherboard-resident external cache, scaleable from 512KB to 2048KB. 

The AMD-K6-III processor's multiport internal cache design enabled both the 64KB L1 cache and the 256KB L2 cache to perform simultaneous 64-bit read and write operations in a clock cycle. This multiport capability allowed data to be processed faster and more efficiently than non-ported designs. In addition to this multiport cache design, the AMD-K6-III processor core was able to access both L1 and L2 caches simultaneously, which further enhanced overall CPU throughput.

AMD claimed that with a fully-configured Level 3 cache, the K6-III had a 435% cache size advantage over a Pentium III and, consequently, a significant performance advantage. In the event it was to have a relatively short life in the desktop arena, being upstaged within a few months by AMD's hugely successful Athlon processor.

AMD Athlon
The launch of the Athlon processor, in the summer of 1999, represented a major coup for AMD. It allowed them to boast not only of having produced the first seventh-generation processor - there are enough radical architectural differences between the Athlon core and that of the Pentium II/III and K6-III to earn it the title of a next-generation processor - but it also meant that they had wrested technological leadership from the mighty Intel at the same time.

The word Athlon derives from ancient Greek, where it can mean "trophy" or "of the games", and the Athlon is the processor that AMD was looking to add a real competitive presence in the corporate sector to its traditionally strong performance in the consumer and 3D games markets. With a processor die size of 102mm2 and approximately 22 million transistors, the principal elements of the Athlon core included:

· Multiple Decoders: Three full x86 instruction decoders translate x86 instructions into fixed-length MacroOPs for higher instruction throughput and increased processing power. Instead of executing x86 instructions, which have lengths of 1 to 15 bytes, the Athlon processor executes the fixed-length MacroOPs, while maintaining the instruction coding efficiencies found in x86 programs. 

· Instruction Control Unit: Once MacroOPs are decoded, up to three MacroOPs per cycle are dispatched to the instruction control unit (ICU). The ICU is a 72-entry MacroOP reorder buffer (ROB) that manages the execution and retirement of all MacroOPs, performs register renaming for operands, and controls any exception conditions and instruction retirement operations. The ICU dispatches the MacroOPs to the processor's multiple execution unit schedulers. 

· Execution Pipeline: The Athlon contains an 18-entry integer/address generation MacroOP scheduler and a 36-entry floating-point unit (FPU)/multimedia scheduler. These schedulers issue MacroOPs to the nine independent execution pipelines - three for integer calculations, three for address calculations, and three for execution of MMX, 3DNow!, and x87 floating-point instructions. 
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· Superscalar FPU: AMD's previous CPUs were poor floating-point performers compared with Intel's. This previous weakness has been more than adequately addressed in the Athlon, which features an advanced three-issue superscalar engine based on three pipelined out-of-order execution units (FMUL, FADD, and FSTORE). The term "superscalar" refers to a CPU's ability to execute more than one instruction per clock cycle, and while such processors have existed for some time now, the Athlon represents the first application of the technology to an FPU subsystem. The superscalar performance characteristic of the Athlon's FPU is partly down to pipelining - the process of pushing data and instructions into a virtual pipe so that the various segments of this pipe can process the operations simultaneously. The bottom line is that the Athlon is capable of delivering as many as four 32-bit, single-precision floating-point results per clock cycle, resulting in a peak performance of 2.4Gflops at 600MHz. 

· Branch Prediction: The AMD Athlon processor offers sophisticated dynamic branch prediction logic to minimise or eliminate the delays due to the branch instructions (jumps, calls, returns) common in x86 software. 

· System Bus: The Athlon system bus is the first 200MHz system bus for x86 platforms. Based on the Digital's Alpha EV6 bus protocol, the frontside bus (FSB) is potentially scaleable to 400MHz and beyond and, unlike the shared bus SMP (Symmetric Multi-Processing) design of the Pentium III, uses a point-to-point architecture to deliver superior bandwidth for uniprocessor and multiprocessor x86 platforms. 

· Cache Architecture: Athlon's cache architecture is a significant leap forward from that of conventional sixth-generation CPUs. The total Level 1 cache is 128KB - four times that of the Pentium III - and the high-speed 64-bit backside Level 2 cache controller supports between 512KB and a massive 8MB. 

· Enhanced 3DNow!: In response to Intel's Pentium III Streaming SIMD Extensions, the 3DNow! implementation in the Athlon has been upgraded, adding 24 new instructions to the original 21 3DNow! instructions - 19 to improve MMX integer math calculations and enhance data movement for Internet streaming applications and 5 DSP extensions for soft modem, soft ADSL, Dolby Digital, and MP3 applications. 

The Athlon uses AMD's Slot A module design, which is mechanically compatible with Slot 1 motherboards but uses a different electrical interface - meaning that Athlon CPUs will not work with Slot 1 motherboards. Slot A is designed to connect electrically to a 200MHz system bus based on the Alpha EV6 bus protocol, thus delivering a significant performance advantage over the Slot 1 infrastructure. As well as providing its own optimised chipset solution - the AMD-750 chipset - the company is working with leading third-party chipset suppliers to assist them in delivering their own Athlon-optimised solutions.

The Athlon was initially available in speed grades of 500, 550 and 600MHz with a 650MHz following a little later, all fabricated using AMD's 0.25-micron process technology. By the end of 1999 AMD had increased speeds further, it's new 750MHz K75 core being the first processor built using the company's aluminium 0.18-micron, six-layer metal, manufacturing process technology. Whether this can claim to have been the fastest x86 CPU of the millennium is debatable, as Intel was quick to respond with the announcement of an 800MHz Pentium III. However, AMD re-took the lead in the speed stakes early in 2000 with the announcement of 800MHz and 850MHz versions and succeeded in beating Intel to the coveted 1GHz barrier by a matter of days some weeks later.

In fact, the last few processor releases based on the K75 core were a little disappointing in that each increase in clock speed was accompanied by a drop in the L2 cache frequency of the processor, which never peaked above 350MHz. This architectural limitation was soon to be addressed however, with the release of the next iteration in the Athlon line, the Thunderbird, along with its full speed on-die L2 cache.

AMD-750 chipset
The AMD-750 chipset consists of two physical devices: the AMD-751 system controller and the AMD-756 peripheral bus controller.

	The key features of the AMD-751 system controller are:

· Support for the AMD Athlon system bus interface, the first 200MHz system bus for x86 system platforms 

· System logic architecture optimised for the seventh-generation AMD Athlon processor 

· PCI 2.2 compliant bus interface with support for 6 PCI masters 

· Support for up to 768MB of PC-100 SDRAM DIMM memory 

· Compliant with AGP 2.0 specs for 1x and 2x AGP modes 

· Optimised to deliver enhanced AMD Athlon processor system performance . 

The key features of the AMD-756 peripheral bus controller are: 

· Enhanced master mode IDE controller with Ultra DMA-33/66 support 

· Support for Plug-n-Play, ACPI 1.0 and APM 1.2 power management standards 

· PC97 compliant PCI to ISA bridge and integrated ISA bus controller 

· Integrated OHCI-compliant USB controller with root hub and four ports 

· Support for legacy style mouse/keyboard controller . 
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Thunderbird
In mid-2000 AMD introduced an enhanced version of the Athlon processor, codenamed "Thunderbird". Fabricated using AMD's 0.18-micron process technology, the new core replaced the K75 chip's 512KB of off-die Level 2 cache by 256KB of cache integrated onto the die itself and running at the full clock speed of the processor. This is in contrast to the original Athlons that operated their L2 cache at a certain fraction of the core clock speed; for example, in the case of the Athlon 1GHz, its external L2 cache ran at a maximum of 330MHz.

As well as boosting performance, moving the cache on-die also allowed AMD to follow Intel's lead in moving from slot-based processors in favour of a socket form factor - in AMD's case, a 462-pin format, christened Socket A. Supporting PC133 memory, the enhanced Athlon processor was initially available in six speeds, from 750MHz to 1GHz, in both Slot A (albeit available to OEMs only) and the new Socket A packaging.

The integration of the 256KB of L2 cache on-die increased the die size of the Thunderbird core by about 20% compared with its predecessor - 120 mm2 compared to the 102 mm2 of the K75 core. It is, however, still smaller than the original (0.25-micron) K7 Athlon, which weighed in at a hefty 184 mm2. Adding the 256KB of L2 cache to the die also dramatically increased the transistor count of the CPU. The new Thunderbird featured a 37 million transistor core, meaning that the integrated L2 cache accounted for an additional 15 million transistors.

In the autumn of 2000 the AMD760 chipset was released, featuring support for PC1600 (200MHz FSB) and PC2100 (266MHz FSB) DDR SDRAM. Other features of the chipset included AGP4X, 4 USB ports, 8GB addressing with 4 DIMM's and ATA-100 support. By this time Athlon processors were available in the Socket A form factor only.

The last Athlon processors based on the Thunderbird core were released in the summer of 2001, by which time speeds had reached 1.4GHz. Hereafter, the Athlon was to be replaced by the Athlon XP family - "XP" standing for "extra performance" - based on the new Palomino core.

Duron
Ever since AMD's repositioning of its Socket 7 based K6-III processor for exclusive use in mobile PCs in the second half of 1999, Intel's Celeron range of processors had enjoyed a position of dominance in the low-cost market segment. In mid-2000 AMD sought to reverse this trend with the announcement of its Duron brand - a new family of processors targeted at value conscious business and home users.

The Duron is based on its more powerful sibling, the Athlon, and takes name from a Latin derivative - "durare" meaning "to last "unit". It has 128KB/64KB of Level 1/2 cache - both on-die - a 200MHz front side system bus and enhanced 3DNow! technology. The 64KB of Level 2 cache compares with the 256KB of its Athlon sibling and the 128KB of its Celeron rival. AMD believed this was sufficient to provide acceptable performance in its target market whilst giving it a cost advantage over its rival Intel.

Manufactured on AMD's 0.18 micron process technology the first Duron CPUs - based on the Spitfire core - were available at speeds of 600MHz, 650MHz and 700MHz. Confirming the transition away from slot-based form factors, these processors were available in AMD's new 462-pin Socket A packaging only. 

Palomino
Originally, AMD's Palomino core was to have been a relatively minor update to its predecessor - the Thunderbird - that focussed on reducing power consumption and associated heat dissipation. However, in the event its release was slipped by several months and the new core ended up representing a significantly greater advance than had at first been envisaged, both in marketing and technological terms.

Whilst the Palomino can justifiably be considered the fourth Athlon core since the release of the K7 core in 1999 - the 0.18-micron K75 and Thunderbird cores being the others - the rationale behind the "Athlon 4" nomenclature heavily featured at the time of the new processor's original launch clearly had more to do with marketing - and Intel's multi-million dollar Pentium 4 marketing campaign in particular - than technology. That said, the Palomino also clearly represents an important technological step for AMD, fulfilling, as it does, a role in all of the mobile, desktop, workstation and multiprocessor server market sectors. The exact same Palomino core is deployed in each of these arenas, the variation across market sectors being simply a case of differing clock frequency.

Manufactured using AMD's 0.18-micron copper interconnect technology, the Palomino comprises 37.5 million transistors on a die of 128mm2 - an increase of only 0.5 million/8mm2 compared with its predecessor - and by using a greater number of these that have been optimised for specific portions of the core, AMD claims to have achieved a 20% decrease in power usage compared to an equivalently clocked Thunderbird core. Additionally, the new core has been improved in three major areas, AMD having coined the term "QuantiSpeed Architecture" to describe the enhanced core in general and the XP's ability to achieve a higher IPC than Intel's Pentium 4 in particular.

The first concerns the Processor's Transition Lookaside Buffer (TLB). The TLB is best thought of as just another cache which - like the better known L1 and L2 caches - provides a mechanism that further enables the CPU to avoid inefficient access to main memory. Specifically, the TLB caches hold data used in the translation of virtual addresses into physical addresses and vice versa. The probability of a CPU finding the address it needs in its TLB - known as the processor's TLB hit-rate - is generally very high. This is just as well, because conversely, the penalty when a CPU fails to do so can be as much as three clock cycles to resolve a single address.

The Thunderbird core had only a 24-entry L1 TLB instruction cache and a 32-entry L1 TLB data cache. This compares unfavourably with the Pentium III, which has a 32/72-entry L1 TLB. The Palomino goes some way towards redressing the balance, providing a 24/40-entry L1 TLB in addition to a 256/256-entry L2 TLB - unchanged from its predecessor. A further improvement is that - like its L1 and L2 caches - the Palomino's L1 and L2 TLB caches are guaranteed not to contain duplicate entries.

Whilst the new core's L1 and L2 cache sizes and mappings remain unchanged, what is different is the Palomino's automatic data prefetch mechanism that works alongside its cache. This predicts what data the CPU is likely to need and fetches it from main memory into its cache in anticipation of its request. An evolution of previous designs that have been around for some time, the Palomino's includes a feature which allows software initiated data prefetch functions to take precedence over the core's own mechanism. 

Hitherto, the Athlon processor has supported only a partial implementation of Intel's SSE technology. The third major improvement over its predecessor sees the Palomino add a further 52 new SIMD instructions to those supported previously. AMD had dubbed the original 21 SIMD instructions implemented "3DNow!" and the 19 added subsequently "Enhanced 3DNow!". With Palomino's implementation of the full SSE instruction set AMD's associated terminology has been revised to subsequently "3DNow! Professional".

A further innovation is the Palomino's OPGA (organic PGA) packaging, which replaces the somewhat dated CPGA (ceramic PGA) arrangement used by earlier cores. As well as being lighter and cheaper to produce, the new organic material - which is similar to that used on recent Intel CPUs, albeit brown in colour rather than green - confers advantages in thermal behaviour and greater elasticity than the ceramic material used previously. By allowing capacitors to be mounted closer to the core of the CPU on the underside of the packaging, both delivery of power to the core and the ability to filter out noise are improved.

Despite being very different from the previous CPGA packaging, OPGA continues to be based on the well-established 462-pin Socket A form factor, meaning that new Palomino-based CPUs should fit existing Socket A motherboards. For them to work, however, will require both a BIOS upgrade to ensure the new processor is properly recognised and - since the new processors are designed to support operation at 133MHz only - for the motherboard to allow the FSB to be clocked at this frequency.

In move that harked back to the ill-fated "P-rating" system first introduced by rival chipmaker Cyrix in the mid-1990s, AMD's XP family of processors is not referenced according to clock speed, but rather are assigned "Model Numbers". AMD's rationale for doing this is well understood.

Dating from the time of the PC's introduction in the early 1980s, users have been become accustomed to viewing higher performance as being synonymous with higher clock frequency. Until recently this made sense, since PCs from different manufacturers were based on the same internal architecture and therefore performed nearly an identical amount of work per clock cycle. Things changed with the advent of the Intel Pentium 4 and AMD Athlon processors in the late 1990s when the design architectures of the respective companies fundamentally diverged. The consequence was that rival processors operating at identical frequencies may offer dramatically different levels of performance. The reason for this is because the different architectures are capable of performing different amounts of work per clock cycle.

So, a combination of clock frequency and IPC gives a far truer measure of processor performance, and it is this fact that lies behind AMD's rating and model numbering system. The company hopes that this will need serve only as an interim solution and is playing a leading role in efforts towards the establishment of a independent institution whose role it will be to create a performance measure that is more equitable than the current clock frequency based scheme and that will be universally adopted in future years.

In the meantime, Athlon XP model rating is based on 14 benchmarks representing 34 application covering the diverse fields of "visual computing", "gaming" and "office productivity". The company's intention appears to be to designate XP model numbers which infer an equivalence with similar sounding Pentium 4 clock frequencies - a Athlon XP 1800+ with a Pentium 4 1.8GHz, for example. Moreover, independent testing would appear to indicate that - initially at least - consumers would not be far wrong in drawing such an inference. How long this continues to be the case - given that the Pentium 4's architecture will allow it to reach significantly higher clock speeds than it's competitor over the long run - remains to be seen.

In a departure from what had been AMD's usual strategy in launching a new processor, the Palomino was first seen in the guise of a mobile processor in mid-2001. It was later used in Athlon MP dual-processor server systems and the low-end desktop Duron range - where it was referred to as "Morgan" - before finally appearing AMD's new line of mainstream Athlon desktop processors in the autumn of 2001. Interestingly, the "Athlon 4" nomenclature, so prominent at the time of the processor's launch, has only been used in the context of the company's mobile processors, with "XP" - the letters standing for "extra performance" - being the preferred marketing terminology for the company's mainstream desktop processors.

The XP family originally comprised four models - 1500+, 1600+, 1700+ and 1800+ - operating at clock speeds of 1.33GHz, 1.40GHz, 1.47GHz and 1.53GHz respectively. By the beginning of 2002 the range had been extended to the XP 2000+. In deference to AMD's model numbering strategy, suffice to say that this is likely to have equivalent performance to a 2GHz Pentium 4 processor!

Morgan
AMD's Duron family of processors have succeeded in winning the company a significant share in the value PC market segment since its appearance in mid-2000. Whilst it may not of always been able to beat Celeron-based systems from rival Intel on price alone, it can generally claim to have offered the best low-cost solutions for performance systems.

The Morgan represents a unification of AMD's line of processors, essentially being the Palomino core with 3/4 of its L2 cache removed - 64KB as opposed to 256KB. In all other respects the new core - which has grown in die size to 106mm2 and a transistor count of 25.18 million - is identical to its bigger sibling, offering exactly the same data prefetch, TLB and SSE enhancements.

However, unlike the transition from Thunderbird to Palomino, the transition from Spitfire to Morgan is not accompanied by a reduction in power consumption. In fact, the opposite is true! One explanation for this apparent anomaly is that the core voltage has been increased from 1.6V to 1.75V - the same as in the Palomino. This should not be a problem since heat dissipation is less of an issue with the Duron range than it is with AMD's mainstream desktop CPUs - because of the smaller die size.

The Duron range's move to the Morgan core is an evolutionary step forward that is likely to further increase AMD's market share in the value PC sector. Furthermore, the cost/performance of the Duron range can be expected to become more attractive still once the price of DDR SDRAM has fallen to a level that justifies use of this high-performance memory in low-cost systems.

Thoroughbred
In the summer of 2002 AMD began shipping its first desktop processor built using a 0.13-micron fabrication process. AMD expects the transition to the finer process technology - the Thoroughbred core is a minuscule 80mm2 compared to its predecessor's 128mm2 - to deliver improved performance, lower power and smaller die sizes. The plan is for all of the Athlon processor family to have been moved to the 0.13-micron process technology by the end of 2002.

In fact, since the new core is unchanged architecturally, it's no faster than the previous "Palomino" core at the same clock speed. However, it requires only 1.65 volts compared to its predecessor's 1.75 volts and the die-shrink has given AMD a clear advantage over rival Intel in this respect, the Pentium 4 having a much larger die size (128mm2 ), and therefore being more expensive to manufacture.

That said, the Thoroughbred was a disappointment to many in the industry who were doubtful that it provided AMD with much scope for increased clock speeds before the company's Barton core - with twice the amount of L2 cache - was due by year end or early 2003. The announcement, little more than a couple of months later, of Athlon XP 2400+ and 2600+ processors - built on a so-called Thunderbird "B" core - came as something of a surprise.

On the surface, the new Thoroughbred doesn't look that much different compared to the original. Its basic specifications remain unchanged, with 128K of Level 1 and 256K of Level 2 on-die cache, 1.65V core voltage, a Socket A interface and an 0.13-micron copper process. The changes have occurred in the areas of physical design and manufacture and the extra performance has been gained as a result of adding an extra metal layer and decoupling capacitors to the core and overhauling the CPU data paths. These gains are at the cost of higher production costs, since greater chip complexity entails more advanced production methodologies.

HyperTransport
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AMD's HyperTransport - originally named Lightning Data Transport (LDT) - is an internal chip-to-chip interconnect that provides much greater bandwidth for I/O, co-processing and multi-processing functions. HyperTransport supports unidirectional point-to-point links in each direction and is capable of achieving a bandwidth of up to 6.4 GBps per connection. Throughput is, in fact, variable and negotiated at initialisation. HyperTransport provides a more than a 20x increase in bandwidth compared with current system interconnects that are capable of running at up to 266 MBps.

The sort of topology that HyperTransport facilitates is illustrated in the diagram. It allows multiple Northbridge chips - each with multiple Athlon CPUs connected via the standard EV6 bus - to communicate with each other over a common, high-performance bus. The Northbridge chips can then be connected with a Southbridge or other interface controllers using the same HyperTransport bus.

HyperTransport can be seen as complementing externally visible bus standards such as PCI or Serial I/O, providing a very fast connection to both. Its increased I/O performance and bandwidth will improve overall system performance for Athlon-based servers, workstations and personal computers. 

The first product to use HyperTransport technology was a HyperTransport-to-PCI bridge chip, announced in the spring of 2001.

Hammer
Perhaps emboldened by having attained technological leadership in the PC processor stakes with its seventh-generation Athlon chip, AMD announced its own vision of the path to 64-bit code and memory addressing support in October 1999 - and it was a lot different from Intel's IA-64 architecture.

While IA-64 is a completely new architecture, AMD has elected to extend the existing x86 architecture to include 64-bit computing, adopting an approach that will provide an easy way for users to continue to use their existing 32-bit applications and to adopt 64-bit applications as needed. Fundamentally, the AMD x86-64 design - initially known by the codename "Sledgehammer" and branded as "Hammer" when the full architectural specification was released in mid-2000 - extends x86 to include a 64-bit mode that has both a 64-bit address space and a 64-bit data space - future 64-bit processors being able to detect which mode is needed and compute accordingly. The instruction set will be extended or operations such as instruction and data prefetching, with the only major architectural change expected to involve the x87 FPU.

AMD argues that its more conservation transition to 64-bit computing has a number of advantages over Intel's IA-64 route:

· full native support for both 64-bit and 32-bit applications 

· lower power consumption and therefore higher frequencies 

· the potential for the fabrication multiple x86-64 processors on a single chip 

· no reliance on complex new compiler technology 

· less cost. 

Its combination of support for both existing 32-bit x86 software with a true 64-bit x86-64 system architecture earns the AMD64 the right to claim to be the first eighth-generation x86 desktop processor architecture. The goal of delivering next-generation performance to the customer of today is achieved by striking a balance between next-generation microarchitectural per clock cycle performance and the ability to further scale the architecture in frequency in a given process technology.

The changes to the Hammer's base pipeline, as compared with the previous processor generation, are the clearest example of this design philosophy. The pipeline’s front-end instruction fetch and decode logic have been refined to deliver a greater degree of instruction packing from the decoders to the execution pipe schedulers. Accommodating this change requires a redefinition of the pipe stages in order to maintain a high degree of frequency scalability, resulting in two additional pipe stages when compared to the seventh generation microarchitecture. The end product is a 12-stage integer operation pipeline and a 17-stage floating point operation pipeline. 

[image: image10.png]Level 2
Cache

L2ECC
L2 Tags
L2 Cache ECC

System Request
Queue (SRQ)
Cross Bar

Memory Contraller

HyperTransport

Instruction Level 1 2%

LB Instruction Cache e T
Fetch 2 - transit 16k
Pick History Counter

RAS & Target
Decode 1 Decode 1 Decode 1 Address
Decode2 Decode? Decode 2
Pack  Pack Pack
Decode  Decode  Decode

Senfry  Bentry  B-eniry 36-entry
Scheduler  Scheduler Scheduler Scheduler

AGU ALU AGU ALU AGU ALU FADD FMUL FMISC

Data

Tig Level 1 Data Cache  |ECC





In the autumn of 2000 AMD released its SimNow! simulator - an application specifically designed to give BIOS vendors, tools developers, operating system manufacturers and application providers the ability to evaluate their x86-64 technology based software code prior to the release of its Hammer processors. 

When AMD first announced their plans to extend their existing x86 architecture to include 64-bit computing, they were forecasting that this would happen before the end of 2001. In the event, problems with the adoption of SOI technology meant that it wasn't until the spring of 2003 that we saw AMD's "K8 architecture" evolve into the server-based Opteron line of CPUs. A few months later, the company was finally ready to launch 64-bit chips into the desktop and mobile markets. 

Athlon 64
Of the pair of desktop CPUs announced in the autumn of 2003, the Athlon 64 was aimed at the mass market while the top-of-the range, limited-availability Athlon 64 FX-51 model was specifically targeted at gamers and technophiles. 

Continuing with the now familiar AMD model numbering system, the Athlon 64 3200+ boasted a clock speed of 2GHz, a little less than the FX-51's 2.2GHz. The CPUs differ physically too, the FX-51 effectively being a higher clocked 940-pin Opteron while the mainstream part used a 754-pin form factor. The functional components of the CPU core are common to both desktop processors, one of its most significant architectural features being the integration of the system memory controller hub (MCH) into the processor itself. 

This means that motherboard's no longer need a separate Northbridge chip. Furthermore, with it now redundant, the concept of the FSB also disappears, along with the system bottlenecks it creates. Instead, the K8 architecture uses serial HyperTransport links to connect the CPU to external chips such as a Southbridge, AGP controller or another CPU. This allows the memory controller to run at the full speed of the processor. While this is still 400MHz, the integration leads to reduced latencies and increased memory performance. 

	· leading edge performance for today's 32-bit applications 

· ready for tomorrow's 64-bit software 

· extends lifecycle by simultaneously and transparently running 32-bit and 64-bit applications on the same platform 
	[image: image11.png]- r

S—

u
Instruction
Cache L2
Cache
u
Data
Cache

T




	· reduces performance-robbing system bottlenecks 

· boosts performance for many applications, especially memory-intensive applications 

· PC3200, PC2700, PC2100 or PC1600 DDR SDRAM support 

	· a system bus that uses HyperTransport technology for high-speed I/O communication 

· provides up to 6.4GBps of system bandwidth 
	
	· largest on-die cache memory system for PC processors 

· 64KB L1 instruction cache 

· 64KB L1 data cache 

· 1152KB total effective cache 

· improves performance for many applications, especially large workloads 


It is in this area that another difference between the Athlon 64 and FX-51 is to be found. While the former has a single-channel 64-bit on-die memory controller, the latter boasts the same 128-bit dual-channel memory controller as found on an Opteron processor. 

The original intention had been for the Athlon 64 to have a 512KB L2 cache, the same as the Athlon XP. However, the delays in its launch and the more advanced competition it was therefore up against resulted in that being increased to an impressive 1MB. This is the principal reason for the greatly increased transistor count, up to 106 million from the Athlon XP Barton core's 54 million. The processor is built at AMD's Dresden, Germany wafer fabrication facility and uses 0.13 micron manufacturing technology. A new model - codenamed San Diego - based on a 0.09 process technology is expected sometime during 2004. 

The AMD64 instruction set, x86-64 - AMD's extension to Intel's x86 - is incompatible with the instructions of Intel's IA-64 architecture, as supported by their Itanium server processor range. However, it's big advantage - and one that AMD is pushing very hard - is 100% backwards compatibility with 32-bit x86, as supported by all Intel and AMD desktop processors. 

On the same day that that AMD unveiled the Athlon 64, Microsoft announced the beta availability of a Windows XP 64-Bit Edition for 64-Bit Extended Systems which ran natively on AMD Athlon 64 processor-powered desktops and AMD Opteron processor-powered workstations. Whilst this will provide support for all existing 32-bit applications, 32-bit hardware device drivers will first need to be updated and recompiled. If the Athlon 64 were to prove a success in the consumer market Intel might find itself in the somewhat uncomfortable position of having to launch a K8-style chip itself and of having to face the indignity of having to adopt the AMD64 extensions to enable it to run Microsoft's Windows XP 64-Bit Edition itself! 

This is precisely what happened in early 2004 when Intel announced that future Socket T based Prescott CPUs would include 64-bit x86 extensions that were compatible with AMD’s 64-bit architecture. However, any pleasure that AMD might have taken at Intel having to reverse-engineer some of it's technology for a change is likely to have been short-lived as a consequence would be that AMD's 64-bit processor line would now be forced to compete on price alone, rather than technology. 

Roadmap
The roadmap of future AMD desktop processor developments is currently as follows:
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Last Updated - 12Oct03
The system memory is the place where the computer holds current programs and data that are in use, and, because of the demands made by increasingly powerful software, system memory requirements have been accelerating at an alarming pace over the last few years. The result is that modern computers have significantly more memory than the first PCs of the early 1980s, and this has had an effect on development of the PC's architecture. Storing and retrieving data from a large block of memory is more time-consuming than from a small block. With a large amount of memory, the difference in time between a register access and a memory access is very great, and this has resulted in extra layers of "cache" in the storage hierarchy. 

When it comes to access speed, processors are currently outstripping memory chips by an ever-increasing margin. This means that processors are increasingly having to wait for data going in and out of main memory. One solution is to use "cache memory" between the main memory and the processor, and use clever electronics to ensure that the data the processor needs next is already in cache.

Level 1 cache
The Level 1 cache, or primary cache, is on the CPU and is used for temporary storage of instructions and data organised in blocks of 32 bytes. Primary cache is the fastest form of storage. Because it's built in to the chip with a zero wait-state (delay) interface to the processor's execution unit, it is limited in size. 

Level 1 cache is implemented using Static RAM (SRAM) and until recently was traditionally 16KB in size. SRAM uses two transistors per bit and can hold data without external assistance, for as long as power is supplied to the circuit. The second transistor controls the output of the first: a circuit known as a "flip-flop" - so-called because it has two stable states which it can flip between. This is contrasted to dynamic RAM (DRAM), which must be refreshed many times per second in order to hold its data contents. 

SRAM is manufactured in a way rather similar to how processors are: highly integrated transistor patterns photo-etched into silicon. Each SRAM bit is comprised of between four and six transistors, which is why SRAM takes up much more space compared to DRAM, which uses only one (plus a capacitor). This, plus the fact that SRAM is also several times the cost of DRAM, explains why it is not used more extensively in PC systems. 

Intel's P55 MMX processor, launched at the start of 1997, was noteworthy for the increase in size of its Level 1 cache to 32KB. The AMD K6 and Cyrix M2 chips launched later that year upped the ante further by providing Level 1 caches of 64KB.

The control logic of the primary cache keeps the most frequently used data and code in the cache and updates external memory only when the CPU hands over control to other bus masters, or during direct memory access by peripherals such as floppy drives and sound cards.

Pentium chipsets such as the Triton FX (and later) support a "write back" cache rather than a "write through" cache. Write through happens when a processor writes data simultaneously into cache and into main memory (to assure coherency). Write back occurs when the processor writes to the cache and then proceeds to the next instruction. The cache holds the write-back data and writes it into main memory when that data line in cache is to be replaced. Write back offers about 10% higher performance than write-through, but cache that has this function is more costly. A third type of write mode, write through with buffer, gives similar performance to write back.

Level 2 cache
Most PCs are offered with a Level 2 cache to bridge the processor/memory performance gap. Level 2 cache - also referred to as secondary cache) uses the same control logic as Level 1 cache and is also implemented in SRAM.

Level 2 cache typically comes in two sizes, 256KB or 512KB, and can be found, or soldered onto the motherboard, in a Card Edge Low Profile (CELP) socket or, more recently, on a COAST ("cache on a stick") module. The latter resembles a SIMM but is a little shorter and plugs into a COAST socket, which is normally located close to the processor and resembles a PCI expansion slot. The Pentium Pro deviated from this arrangement, siting the Level 2 cache on the processor chip itself.

The aim of the Level 2 cache is to supply stored information to the processor without any delay (wait-state). For this purpose, the bus interface of the processor has a special transfer protocol called burst mode. A burst cycle consists of four data transfers where only the address of the first 64 are output on the address bus. The most common Level 2 cache is synchronous pipeline burst. 

To have a synchronous cache a chipset, such as Triton, is required to support it. It can provide a 3-5% increase in PC performance because it is timed to a clock cycle. This is achieved by use of specialised SRAM technology which has been developed to allow zero wait-state access for consecutive burst read cycles. Pipelined Burst Static RAM (PB SRAM) has an access time in the range 4.5 to 8 nanoseconds (ns) and allows a transfer timing of 3-1-1-1 for bus speeds up to 133MHz. These numbers refer to the number of clock cycles for each access of a burst mode memory read. For example, 3-1-1-1 refers to three clock cycles for the first word and one cycle for each subsequent word. 

For bus speeds up to 66MHz Synchronous Burst Static RAM (Sync SRAM) offers even faster performance, being capable of 2-1-1-1 burst cycles. However, with bus speeds above 66MHz its performance drops to 3-2-2-2, significantly slower than PB SRAM.

There is also asynchronous cache, which is cheaper and slower because it isn't timed to a clock cycle. With asynchronous SRAM, available in speeds between 12 and 20ns, all burst read cycles have a timing of 3-2-2-2 on a 50 to 66MHz CPU bus, which means that there are two wait-states for the lead-off cycle and one wait-state for the following three transfers of the burst cycle.

Main memory
A PC's third and principal level of system memory is referred to as main memory, or Random Access Memory (RAM). It is an impermanent source of data, but is the main memory area accessed by the hard disk. It acts, so to speak, as a staging post between the hard disk and the processor. The more data it is possible to have available in the RAM the faster the PC will run.

Main memory is attached to the processor via its address and data buses. Each bus consists of a number of electrical circuits or bits. The width of the address bus dictates how many different memory locations can be accessed, and the width of the data bus how much information is stored at each location. Every time a bit is added to the width of the address bus, the address range doubles. In 1985, Intel's 386 processor had a 32-bit address bus, enabling it to access up to 4GB of memory. The Pentium processor - introduced in 1993 - increased the data bus width to 64-bits, enabling it to access 8 bytes of data at a time.

Each transaction between the CPU and memory is called a bus cycle. The number of data bits a CPU is able to transfer during a single bus cycle affects a computer's performance and dictates what type of memory the computer requires. By the late 1990s, most desktop computers were using 168-pin DIMMs, which supported 64-bit data paths. 

Main memory is built up using DRAM chips, short for Dynamic RAM. 

DRAM
DRAM chips are large, rectangular arrays of memory cells with support logic that is used for reading and writing data in the arrays, and refresh circuitry to maintain the integrity of stored data. Memory arrays are arranged in rows and columns of memory cells called wordlines and bitlines, respectively. Each memory cell has a unique location or address defined by the intersection of a row and a column. 

DRAM is manufactured using a similar process to how processors are: a silicon substrate is etched with the patterns that make the transistors and capacitors (and support structures) that comprise each bit. It costs much less than a processor because it is a series of simple, repeated structures, so there isn't the complexity of making a single chip with several million individually-located transistors and DRAM is cheaper than SRAM and uses half as many transistors. Over the years, several different structures have been used to create the memory cells on a chip, and in today's technologies the support circuitry generally includes:

· sense amplifiers to amplify the signal or charge detected on a memory cell 

· address logic to select rows and columns 

· Row Address Select (/RAS) and Column Address Select (/CAS) logic to latch and resolve the row and column addresses and to initiate and terminate read and write operations 

· read and write circuitry to store information in the memory's cells or read that which is stored there 

· internal counters or registers to keep track of the refresh sequence, or to initiate refresh cycles as needed 

· Output Enable logic to prevent data from appearing at the outputs unless specifically desired. 

A transistor is effectively a switch which can control the flow of current - either on, or off. In DRAM, each transistor holds a single bit: if the transistor is "open", and the current can flow, that's a 1; if it's closed, it's a 0. A capacitor is used to hold the charge, but it soon escapes, losing the data. To overcome this problem, other circuitry refreshes the memory, reading the value before it disappears completely, and writing back a pristine version. This refreshing action is why the memory is called dynamic. The refresh speed is expressed in nanoseconds (ns) and it is this figure that represents the "speed" of the RAM. Most Pentium-based PCs use 60 or 70ns RAM. 

The process of refreshing actually interrupts/slows down the accessing of the data but clever cache design minimises this. However, as processor speeds passed the 200MHz mark, no amount of cacheing could compensate for the inherent slowness of DRAM and other, faster memory technologies have largely superseded it.

The most difficult aspect of working with DRAM devices is resolving the timing requirements. DRAMs are generally asynchronous, responding to input signals whenever they occur. As long as the signals are applied in the proper sequence, with signal durations and delays between signals that meet the specified limits, the DRAM will work properly. These are few in number, comprising: 

· Row Address Select: The /RAS circuitry is used to latch the row address and to initiate the memory cycle. It is required at the beginning of every operation. /RAS is active low; that is, to enable /RAS, a transition from a high voltage to a low voltage level is required. The voltage must remain low until /RAS is no longer needed. During a complete memory cycle, there is a minimum amount of time that /RAS must be active, and a minimum amount of time that /RAS must be inactive, called the /RAS precharge time. /RAS may also be used to trigger a refresh cycle (/RAS Only Refresh, or ROR). 

· Column Address Select: /CAS is used to latch the column address and to initiate the read or write operation. /CAS may also be used to trigger a /CAS before /RAS refresh cycle. This refresh cycle requires /CAS to be active prior to /RAS and to remain active for a specified time. It is active low. The memory specification lists the minimum amount of time /CAS must remain active to initiate a read or write operation. For most memory operations, there is also a minimum amount of time that /CAS must be inactive, called the /CAS precharge time. (An ROR cycle does not require /CAS to be active.) 

· Address: The addresses are used to select a memory location on the chip. The address pins on a memory device are used for both row and column address selection (multiplexing). The number of addresses depends on the memory's size and organisation. The voltage level present at each address at the time that /RAS or /CAS goes active determines the row or column address, respectively, that is selected. To ensure that the row or column address selected is the one that was intended, set up and hold times with respect to the /RAS and /CAS transitions to a low level are specified in the DRAM timing specification. 

· Write Enable: The /WE signal is used to choose a read operation or a write operation. A low voltage level signifies that a write operation is desired; a high voltage level is used to choose a read operation. The operation to be performed is usually determined by the voltage level on /WE when /CAS goes low (Delayed Write is an exception). To ensure that the correct operation is selected, set up and hold times with respect to /CAS are specified in the DRAM timing specification. 

· Output Enable: During a read operation, this control signal is used to prevent data from appearing at the output until needed. When /OE is low, data appears at the data outputs as soon as it is available. /OE is ignored during a write operation. In many applications, the /OE pin is grounded and is not used to control the DRAM timing. 

· Data In or Out: The DQ pins (also called Input/Output pins or I/Os) on the memory device are used for input and output. During a write operation, a voltage (high=1, low=0) is applied to the DQ. This voltage is translated into the appropriate signal and stored in the selected memory cell. During a read operation, data read from the selected memory cell appears at the DQ once access is complete and the output is enabled (/OE low). At most other times, the DQs are in a high impedance state; they do not source or sink any current, and do not present a signal to the system. This also prevents DQ contention when two or more devices share the data bus. 

Fast Page Mode DRAM
All types of memory are addressed as an array of rows and columns, and individual bits are stored in each cell of the array. With standard DRAM or FPM DRAM, which comes with access times of 70ns or 60ns, the memory management unit reads data by first activating the appropriate row of the array, activating the correct column, validating the data and transferring the data back to the system. The column is then deactivated, which introduces an unwanted wait state where the processor has to wait for the memory to finish the transfer. The output data buffer is then turned off, ready for the next memory access.

At best, with this scheme FPM can achieve a burst rate timing as fast as 5-3-3-3. This means that reading the first element of data takes five clock cycles, containing four wait-states, with the next three elements each taking three. 

DRAM speed improvements have historically come from process and photolithography advances. More recent improvements in performance however have resulted from changes to the base DRAM architecture that require little or no increase in die size. Extended Data Out (EDO) memory is an example of this.

Extended Data Out DRAM
EDO memory comes in 70ns, 60ns and 50ns speeds. 60ns is the slowest that should be used in a 66MHz bus speed system (i.e. Pentium 100MHz and above) and the Triton HX and VX chipsets can also take advantage of the 50ns version. EDO DRAM doesn't demand that the column be deactivated and the output buffer turned off before the next data transfer starts. It therefore achieves a typical burst timing of 5-2-2-2 at a bus speed of 66MHz and can complete some memory reads a theoretical 27% faster than FPM DRAM.

Burst Extended Data Out DRAM
Burst EDO DRAM is an evolutionary improvement in EDO DRAM that contains a pipeline stage and a 2-bit burst counter. With the conventional DRAMs such as FPM and EDO, the initiator accesses DRAM through a memory controller. The controller must wait for the data to become ready before sending it to the initiator. BEDO eliminates the wait-states thus improving system performance by up to 100% over FPM DRAM and up to 50% over standard EDO DRAM, achieving system timings of 5-1-1-1 when used with a supporting chipset.

Despite the fact that BEDO arguably provides more improvement over EDO than EDO does over FPM the standard has lacked chipset support and has consequently never really caught on, losing out to Synchronous DRAM (SDRAM).

SDRAM
The more recent Synchronous DRAM memory works quite differently from other memory types. It exploits the fact that most PC memory accesses are sequential and is designed to fetch all the bits in a burst as fast as possible. With SDRAM an on-chip burst counter allows the column part of the address to be incremented very rapidly which helps speed up retrieval of information in sequential reads considerably. The memory controller provides the location and size of the block of memory required and the SDRAM chip supplies the bits as fast as the CPU can take them, using a clock to synchronise the timing of the memory chip to the CPU's system clock.
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This key feature of SDRAM gives it an important advantage over other, asynchronous memory types, enabling data to be delivered off-chip at burst rates of up to 100MHz. Once the burst has started all remaining bits of the burst length are delivered at a 10ns rate. At a bus speed of 66MHz SDRAMs can reduce burst rates to 5/1/1/1. The first figure is higher than the timings for FPM and EDO RAM because more setting up is required for the initial data transfer. Even so, there's a theoretical improvement of 18% over EDO for the right type of data transfers.

However, since no reduction in the initial access is gained, it was not until the release of Intel's 440BX chipset, in early 1998, that the benefit of 100MHz page cycle time was fully exploited. However, even SDRAM cannot be considered as anything more than a stop-gap product as the matrix interconnection topology of the legacy architecture of SDRAM makes it difficult to move to frequencies much beyond 100MHz. The legacy pin function definition - separate address, control and data/DQM lines - controlled by the same clock source leads to a complex board layout with difficult timing margin issues. The 100MHz layout and timing issues might be addressed by skilful design, but only through the addition of buffering registers, which increases lead-off latency and adds to power dissipation and system cost.

Beyond 100MHz SDRAM, the next step in the memory roadmap was supposed to have been Direct Rambus DRAM (DRDRAM). According to Intel, the only concession to a transition period was to have been the S-RIMM specification, which allows PC100 SDRAM chips to use Direct RDRAM memory modules. However, driven by concerns that the costly Direct RDRAM would add too much to system prices, with the approach of 1999 there was a significant level of support for a couple of transitionary memory technologies. 

PC133 SDRAM
Although most of the industry agrees that Rambus is an inevitable stage in PC development, PC133 SDRAM is seen as a sensible evolutionary technology and one that confers a number of advantages that make it attractive to chip makers unsure of how long interest in Direct RDRAM will take to materialise. Consequently, in early 1999, a number of non-Intel chipset makers decided to release chipsets that supported the faster PC133 SDRAM.

PC133 SDRAM is capable of transferring data at up to 1.6 GBps - compared with the hitherto conventional speeds of up to 800 MBps - requires no radical changes in motherboard engineering, has no price premium on the memory chips themselves and has no problems in volume supply. With the scheduled availability of Direct RDRAM reportedly slipping, it appeared that Intel had little option than to support PC133 SDRAM, especially given the widespread rumours that chipset and memory manufacturers were working with AMD to ensure that their PC133 SDRAM chips will work on the fast bus on the forthcoming K6-III processor.
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At the beginning of 2000, NEC begun sampling 128MB and 256MB SDRAM memory modules utilising the company's unique performance-enhancing Virtual Channel Memory (VCM) technology, first announced in 1997. Fabricated with an advanced 0.18-micron process and optimised circuit layout and compliant with the PC133 SDRAM standard, VCM SDRAMs achieve high-speed operation with a read latency of 2 at 133MHz (7.5ns) and are package-and pin-compatible with standard SDRAMs. 

The VCM architecture increases the memory bus efficiency and performance of any DRAM technology by providing a set of fast static registers between the memory core and I/O pins, resulting in reduced data access latency and reduced power consumption. Each data request from a memory master contains separate and unique characteristics. With conventional SDRAM multiple requests from multiple memory masters can cause page trashing and bank conflicts, which result in low memory bus efficiency. The VCM architecture assigns virtual channels to each memory master. Maintaining the individual characteristics of each memory master's request in this way enables the memory device to be able to read, write and refresh in parallel operations, thus speeding-up data transfer rates. 

Continuing delays with Rambus memory as well as problems with its associated chipsets finally saw Intel bow to the inevitable in mid-2000 with the release of its 815/815E chipsets - its first to provide support for PC133 SDRAM.

DDR DRAM
Double Data Rate DRAM (DDR DRAM) is the other competing memory technology battling to provide system builders with a high-performance alternative to Direct RDRAM. As in standard SDRAM, DDR SDRAM is tied to the system's FSB, the memory and bus executing instructions at the same time rather than one of them having to wait for the other.

Traditionally, to synchronise logic devices, data transfers would occur on a clock edge. As a clock pulse oscillates between 1 and 0, data would be output on either the rising edge (as the pulse changes from a "0" to a "1") or on the falling edge. DDR DRAM works by allowing the activation of output operations on the chip to occur on both the rising and falling edge of the clock, thereby providing an effective doubling of the clock frequency without increasing the actual frequency.

DDR-DRAM first broke into the mainstream PC arena in late 1999, when it emerged as the memory technology of choice on graphics cards using nVidia's GeForce 256 3D graphics chip. Lack of support from Intel delayed its acceptance as a main memory technology. Indeed, when it did begin to be used as PC main memory, it was no thanks to Intel. This was late in 2000 when AMD rounded off what had been an excellent year for the company by introducing DDR-DRAM to the Socket A motherboard. While Intel appeared happy for the Pentium III to remain stuck in the world of PC133 SDRAM and expensive RDRAM, rival chipset maker VIA wasn't, coming to the rescue with the DDR-DRAM supporting Pro266 chipset.

By early 2001, DDR-DRAM's prospects had taken a major turn for the better, with Intel at last being forced to contradict its long-standing and avowed backing for RDRAM by announcing a chipset - codenamed "Brookdale" - that would be the company's first to support the DDR-DRAM memory technology. The i845 chipset duly arrived in mid-2001, although it was not before the beginning of 2002 that system builders would be allowed to couple it with DDR SDRAM.

DDR memory chips are commonly referred to by their data transfer rate. This value is calculated by doubling the bus speed to reflect the double data rate. For example, a DDR266 chip sends and receives data twice per clock cycle on a 133MHz memory bus. This results in a data transfer rate of 266MT/s (million transfers per second). Typically, 200MT/s (100MHz bus) DDR memory chips are called DDR200, 266MT/s (133MHz bus) chips are called DDR266, 333MT/s (166MHz bus) chips are called DDR333 chips, and 400MT/s (200MHz bus) chips are called DDR400. 

DDR memory modules, on the other hand, are named after their peak bandwidth - the maximum amount of data they can deliver per second - rather than their clock rates. This is calculated by multiplying the amount of data a module can send at once (called the data path) by the speed the FSB is able to send it. The data path is measured in bits, and the FSB in MHz. 

A PC1600 memory module (simply the DDR version of PC100 SDRAM uses DDR200 chips and can deliver bandwidth of 1600MBps. PC2100 (the DDR version of PC133 SDRAM) uses DDR266 memory chips, resulting in 2100MBps of bandwidth. PC2700 modules use DDR333 chips to deliver 2700MBps of bandwidth and PC3200 - the fastest widely used form in late 2003 - uses DDR400 chips to deliver 3200MBps of bandwidth. 

As processor power increased relentlessly - both by means of increased clock rates and wider FSBs - chipset manufacturers were quick to embrace the benefits of a dual-channel memory architecture as a solution to the growing bandwidth imbalance. 

Dual-channel DDR
The terminology "dual-channel DDR" is, in fact, a misnomer. The fact is there's no such thing as dual-channel DDR memory. What there are, however, are dual-channel platforms. 

When properly used, the term "dual channel" refers to a DDR motherboards chipset that's designed with two memory channels instead of one. The two channels handle memory-processing more efficiently by utilising the theoretical bandwidth of the two modules, thus reducing system latencies, the timing delays that inherently occur with one memory module. For example, one controller reads and writes data while the second controller prepares for the next access, hence, eliminating the reset and setup delays that occur before one memory module can begin the read/write process all over again. 
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Consider an analogy in which data is filled into a funnel (memory), which then "channels" the data to the CPU. 

Single-channel memory would feed the data to the processor via a single funnel at a maximum rate of 64 bits at a time. Dual-channel memory, on the other hand, utilises two funnels, thereby having the capability to deliver data twice as fast, at up to 128 bits at a time. The process works the same way when data is "emptied" from the processor by reversing the flow of data. A "memory controller" chip is responsible for handling all data transfers involving the memory modules and the processor. This controls the flow of data through the funnels, preventing them from being over-filled with data. 

It is estimated that a dual-channel memory architecture is capable of increasing bandwidth by as much as 10%. 

The majority of systems supporting dual-channel memory can be configured in either single-channel or dual-channel memory mode. The fact that a motherboard supports dual-channel DDR memory, does not guarantee that installed DIMMs will be utilised in dual-channel mode. It is not sufficient to just plug multiple memory modules into their sockets to get dual-channel memory operation – users need to follow specific rules when adding memory modules to ensure that they get dual-channel memory performance. Intel specifies that motherboards should default to single-channel mode in the event of any of these being violated: 

· DIMMs must be installed in pairs 

· Both DIMMs must use the same density memory chips 

· Both DIMMs must use the same DRAM bus width 

· Both DIMMs must be either single-sided or dual-sided. 

1T-SRAM
Historically, while much more cost effective than SRAM per Megabit, traditional DRAM has always suffered speed and latency penalties making it unsuitable for some applications. Consequently, product manufacturers have often been forced to opt for the more expensive, but faster SRAM technology. By 2000, however, system designers had another option available to them, and one that offers the best of both worlds: fast speed, low cost, high density and lower power consumption.

Though the inventor of 1T-SRAM - Monolithic System Technology Inc. (MoSys) - calls its design an SRAM, it is in fact based on single-transistor DRAM cells. As with any other DRAM, the data in these cells must be periodically refreshed to prevent data loss. What makes the 1T-SRAM unique is that it offers a true SRAM-style interface that hides all refresh operations from the memory controller. 

Traditionally, SRAMs have been built using a bulky four or six transistor (4T, 6T) cell. The MoSys 1T-SRAM device is built on a single transistor (1T) DRAM cell, allowing a reduction in die size by between 50% and 80% compared to SRAMs of similar density. Moreover, its high density is achieved whilst at the same time maintaining the refresh-free interface and low latency random memory access cycle time associated with traditional six-transistor SRAM cells. As if these exceptional density and performance characters weren't enough, 1T-SRAM technology also offers dramatic power consumption savings by using under a quarter of the power of traditional SRAM memories!

1T-SRAM is an innovation that promises to dramatically change the balance between the two traditional memory technologies. At the very least it will provide DRAM makers with the opportunity to squeeze significantly more margin from their established DRAM processes. 

Direct RDRAM
Conventional DRAM architectures have reached their practical upper limit in operating frequency and bus width. With mass market CPUs operating at over 300MHz and media processors executing more than 2GOPs, it is clear that their external memory bandwidth of approximately 533 MBps cannot meet increasing application demands. The introduction of Direct Rambus DRAM (DRDRAM) in 1999 is likely to prove one of the long term solutions to the problem.
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Direct RDRAM is the result of a collaboration between Intel and a company called Rambus to develop a new memory system. It is a totally new RAM architecture, complete with bus mastering (the Rambus Channel Master) and a new pathway (the Rambus Channel) between memory devices (the Rambus Channel Slaves). Direct RDRAM is actually the third version of the Rambus technology. The original (Base) design ran at 600MHz and this was increased to 700MHz in the second iteration, known as Concurrent RDRAM.

A Direct Rambus channel includes a controller and one or more Direct RDRAMs connected together via a common bus - which can also connect to devices such as micro-processors, digital signal processors (DSPs), graphics processors and ASICs. The controller is located at one end, and the RDRAMS are distributed along the bus, which is parallel terminated at the far end. The two-byte wide channel uses a small number of very high speed signals to carry all address, data and control information at up to 800MHz. The signalling technology is called Rambus Signalling Logic. Each RSL signal wire has equal loading and fan-out is routed parallel to each other on the top trace of a PCB with a ground plane located on the layer underneath. Through continuous incremental improvement signalling data rates are expected to increase by about 100MHz a year to reach a speed of around 1000MHz by the year 2001.

At current speeds a single channel is capable of data transfer at 1.6 GBps and multiple channels can be used in parallel to achieve a throughput of up to 6.4 GBps. The new architecture will be capable of operating at a system bus speed of up to 133MHz.

Problems with both the Rambus technology and Intel's chipset supporting it - the i820 - delayed DRDRAM's appearance until late 1999 - much later than had been originally planned. As a result of the delays Intel had to provide a means for the 820 chipset to support SDRAM DIMMs as well as the new Direct RDRAM RIMM module. A consequence of this enforced compromise and the need for bus translation between the SDRAM DIMMs and the 820's Rambus interface, was that performance was slower than when the same DIMMs were used with the older 440BX chipset! Subsequently, the component which allowed the i820 to use SDRAM was found to be defective and resulted in Intel having to recall and replace all motherboards with the defective chip and to also swap out the SDRAM that had been used previously with far more expensive RDRAM memory!

And Intel's Rambus woes didn't stop there. The company was repeatedly forced to alter course in the face of continued market resistance to RDRAM and AMD's continuing success in embracing alternative memory technologies. In mid-2000, its 815/815E chipsets were the first to provide support for PC133 SDRAM and a year later it revealed that its forthcoming i845 chipset would provide support for both PC 133 SDRAM and DDR-DRAM on Pentium 4 systems.

 

SIMMs
Memory chips are generally packaged into small plastic or ceramic dual inline packages (DIPs) which are themselves assembled into a memory module. The single inline memory module or SIMM is a small circuit board designed to accommodate surface-mount memory chips. SIMMs use less board space and are more compact than previous memory-mounting hardware.

By the early 1990s the original 30-pin SIMM had been superseded by the 72-pin variety. These supported 32-bit data paths, and were originally used with 32-bit CPUs. A typical motherboard of the time offered four SIMM sockets capable of taking either single-sided or double-sided SIMMs with module sizes of 4, 8, 16, 32 or even 64MB. With the introduction of the Pentium processor in 1993, the width of the data bus was increased to 64-bits. When 32-bit SIMMs were used with these processors, they had to be installed in pairs, with each pair of modules making up a memory bank. The CPU communicated with the bank of memory as one logical unit. 

DIMMs
By the end of the millennium, as memory subsystems standardised around an 8-byte data interface, the Dual In-line Memory Module (DIMM) had replaced the SIMM as the module standard for the PC industry. DIMMs have 168 pins in two (or dual) rows of contacts; one on each side of the card. With the additional pins a computer can retrieve information from DIMMs, 64 bits at a time instead of the 32- or 16-bit transfers that are usual with SIMMs.

Some of the physical differences between 168-pin DIMMs and 72-pin SIMMs include: the length of module, the number of notches on the module, and the way the module installs in the socket. Another difference is that many 72-pin SIMMs install at a slight angle, whereas 168-pin DIMMs install straight into the memory socket and remain completely vertical in relation to the system motherboard. Importantly, and unlike SIMMs, DIMMs can be used singly and it is typical for a modern PC to provide just one or two DIMM slots.

The 3.3 volt unbuffered DIMM emerged as the favoured standard. This allows for SDRAM, BEDO, EDO and FPM DRAM compatibility as well as x64 and x72 modules with parity and x72 and x80 modules with ECC and takes advantage of the left key position to establish a positive interlock so that the correct DIMMs are inserted in the correct position.

DIMMs are also available in a smaller form factor suitable for use in notebook computers. These SO DIMMs - or Small Outline DIMMs - are available in both 32-bit wide/72-pin and 64-bit wide/144-pin formats.

RIMMs
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With the introduction of Direct RDRAM (DRDRAM) in 1999 came the RIMM module (the name is not an acronym, but a trademark of Rambus Inc.). RIMM connectors have a form factor similar to DIMMs and fit within the same board area as the footprint for a DIMM connector. They have 184 pins compared to a DIMM's 168, but use the same socket specification as a standard 100MHz DIMM. A PC's BIOS will be able to determine what type of RAM is fitted, so 100MHz SDRAM modules should work in a RIMM-compatible system. However, systems can't use RIMMs unless both BIOS and the chipset support it. In the case of the latter, after many delays this finally arrived in the shape of Intel's 820 chipset in November 1999. SO-RIMM modules - which use the same form factor as small-outline SO-DIMMs - are available as one-to-eight RDRAM devices.

The major elements to a Rambus memory subsystem include a master device that contains the Rambus ASIC Cell (RAC) and Rambus Memory Controller (RMC), Direct Rambus Clock Generator (DRCG), RIMM connectors, RIMM memory modules, and RIMM continuity modules. The RIMM connector is an integral component in the Rambus Channel by providing the mechanical and electrical interface and signal integrity for the high speed Rambus signals as they move from the master ASIC to the appropriate RDRAM memory device component and vice versa. Since the Rambus Channel is a terminated transmission line, the channel must be electrically connected from ASIC to termination resistors. The net effect is that all RIMM connectors need to be populated with either a RIMM memory module or a RIMM continuity module to insure the electrical integrity of the Rambus Channel.

The SPD ROM is the subsystem's Serial Presence Detect device.

Presence detect
When a computer system boots up, it must "detect" the configuration of the memory modules in order to run properly. For a number of years, Parallel Presence Detect (PPD) was the traditional method of relaying the required information by using a number of resistors. PPD used a separate pin for each bit of information and was the method used by SIMMs and some DIMMs use to identify themselves. However, the parallel type of presence-detect proved insufficiently flexible to support newer memory technologies. This led to JEDEC defining a new standard, serial-presence detect (SPD). SPD has been in use since the emergence of SDRAM technology.

The Serial Presence Detect function is implemented using an 8-pin serial EEPROM chip. This stores information about the memory module's size, speed, voltage, drive strength, and number of row and column addresses, parameter read by the BIOS during POST. The SPD also contains manufacturer's data such as date codes and part numbers. 

Parity memory
Memory modules have traditionally been available in two basic flavours: non-parity and parity. Parity checking uses a ninth memory chip to hold checksum data on the contents of the other eight chips in that memory bank. If the predicted value of the checksum matches the actual value, then all is well. If it does not, then the contents of memory is corrupted and unreliable. In this event a non-maskable interrupt (NMI) is generated to instruct the system to shut down and thereby avoid any potential data corruption.

Parity checking is quite limited - only odd numbers of bit errors are detected (two parity errors in the same byte will cancel themselves out) and there's no way of identifying the offending bits or fixing them - and in recent years the more sophisticated and more costly Error Check Code (ECC) memory has gained in popularity. 

ECC memory
Unlike parity memory, which uses a single bit to provide protection to eight bits, ECC uses larger groupings. Five ECC bits are needed to protect each eight-bit word, six for 16-bit words, seven for 32-bit words and eight for 64-bit words.

Additional code is needed for ECC protection, and the firmware that generates and checks the ECC can be in the motherboard itself or built into the motherboard chipsets (most Intel chips now include ECC code). The downside is that ECC memory is relatively slow - it requires more overhead than parity memory for storing data and causes around a 3% performance loss in the memory sub-system. Generally, use of ECC memory is limited to so-called mission-critical applications and is therefore more commonly found on servers than on desktop systems.

What the firmware does when it detects an error can differ considerably. Modern systems will automatically correct single-bit errors, which account for most RAM errors, without halting the system. Many can also fix multi-bit errors on the fly or, where that's not possible, automatically reboot with the bad memory mapped out.

Memory upgrades
In recent times, as well as becoming much cheaper, RAM has also become more complicated. There are currently a proliferation of different varieties, shapes and voltages. The first step in planning an upgrade is therefore to determine what memory modules are already fitted. 

Often the memory module as a whole will have a part number, and the memory chips that are mounted on the module will have different part number(s). Of these, the latter is by far the more important. Memory chips tend to have 2 or 3 lines of text on them that include a part number, speed, and date code. Most part numbers start with a two or three character abbreviation that identifies the manufacturer, such as "HM" (Hitachi), "M5M" (Mitsubishi), "TMS" (Texas Instruments) or "MT" (Micron Technology). The numbers (and sometimes letters) that follow describe the memory configuration of the chip, for example "HM514400" is a 1Mx4 configuration. 

After the part number, there is usually a "A", "B", "C", or "D." This is how some manufacturers the revision of the memory, with "A" being the oldest and "D" being the most recent. In many cases, there will be an additional letter that codes the package type of the memory, e.g. "HM514400AS". In this example, "S" stands for SOJ-type packaging. 

Speed of the memory is an important aspect of identification. A 70ns chip may be encoded at the end of the part number, e.g. "HM514400AS7". In this case, the "7" stands for 70ns. Sometimes there is a dash before the speed marking and at other times the speed is printed on a line above or below the part number. If the speed is printed on a separate line, a dash usually precedes the speed number. For most common memory chips, speed ranges from 50ns to 200ns. The trailing zero is commonly left off, so that "-6", "-7", "-8", "-10" or "-12", represents 60ns, 70ns, 80ns, 100ns and 120ns respectively.

On most chips, there is a date code printed above or below the part number. The date code indicates when the chip was made, most typically in a year and week format (such as "9438" for the thirty-eighth week of 1994). Often, the first digit of the decade will be omitted, so that "438" may also represent the thirty-eighth week of 1994.

Obviously, if there aren't any empty sockets, existing memory modules will have to be replaced with ones of greater capacity. The best way to ensure compatibility is to add more memory of the same specification, so new memory should match the old on the following points:

· Physical format: It's preferable to stick to the same module format. This format also determines how many modules should be fit: a 486-based PC accepts 72-pin SIMMs individually, while 30-pin SIMMs must be installed in sets of four. A Pentium will accept DIMMs individually, but 72-pin SIMMs have to be fit in sets of two. When installing a set of SIMMs its important to ensure they're all alike and have the same capacity. 

· Parity or non-parity: Parity memory has 3,6,9,12 or 18 chips on each SIMM, non-parity has 2,4,8 or 16. The existing RAM should be used as a guide - fitting parity RAM to a board that doesn't use it may result in it grinding to a halt, while adding non-parity to parity RAM is likely to render parity checking inoperative. 

· Number of chips: A few really fussy motherboards prefer a particular number of chips per SIMM. They are mainly 486 boards and they might not be happy with a mix of three-chip 30-pin SIMMs with nine-chip 30-pin SIMMs, or a mix of "single-sided" 72-pin SIMMs with "double-sided" 72-pin SIMMs. 

· Voltage: Most memory these days is 5V. If the motherboard manual claims it also supports 3.3V memory, the jumper setting should be checked. If 3.3V is installed, any upgrade should also use 3.3V. 

· Type: The three main types of memory are: standard page mode (aka fast page mode or FPM), extended data out (EDO) and synchronous (SDRAM). A system will normally report (at bootup or in the BIOS) if it is using EDO or SDRAM - if it doesn't the chances are that it's FPM. It's safest not to mix memory types, although there are often occasions where this is possible. 

· Speed: The speed is usually the last two digits of the chip part number, often 60ns or 70ns. The exception is SDRAM where the speed is measured in megahertz corresponding to the maximum host bus speed it can cope with. It is advisable to stick to the same speed as fitted. 

Matching the installed memory on all six points practically guarantees compatibility. It is still advisable, however, to check the motherboard manual on allowed DRAM configurations and there are three things to look out for. Before installing really big SIMMs (32MB and upwards) it is important to check that the motherboard supports them. For motherboards with a lot of SIMM sockets (over eight 30-pin or four 72-pin) it's necessary to check there aren't any restrictions on using too many double-sided SIMMs. Last, if the motherboard manual mentions memory interleaving, extra care must be taken in checking the intended configuration as boards with interleaved memory are usually more fussy.

There may be occasions when it is not possible to keep the memory consistent and different modules to those already installed have to be fit. First, there may be no free sockets of the occupied kind but only ones of a different type (for instance boards with both 30-pin and 72-pin SIMM sockets, or Triton VX boards with both SIMMs and DIMMs). Here, it is important to consult the motherboard manual, as any board mixing different socket-types is non-standard and likely to have strange restrictions on socket population. For instance, Triton VX boards with both SIMMs and DIMMs often require that a SIMM bank be vacated, or be populated with single-sided SIMMs only in order to be able to use the DIMM socket. 

Alternatively, the motherboard may support memory of a higher performance than already fitted. Some chipsets will happily mix memory technologies. Triton VX- and HX-based boards allow different banks to be populated with different memory types (FPM, EDO or SDRAM) and run each bank independently at its optimum speed. Triton FX allows a mix of FPM and EDO within the same bank, but both will perform like FPM. However, with less well-known chipsets, mixing RAM types is a dangerous ploy and should be avoided.

Evolution
In the late 1990s, PC users have benefited from an extremely stable period in the evolution of memory architecture. Since the poorly organised transition from FPM to EDO there has been a gradual and orderly transition to Synchronous DRAM technology. However, the future looks considerably less certain, with several possible parallel scenarios for the next generation of memory devices.

By the end of 1998, 100MHz SDRAM (PC100) was the industry standard for mainstream PC and servers. As shown in the comparison table below, this offers a maximum memory bandwidth of 800 MBps, which at a typical efficiency of 65% delivers around 500 MBps in practice. This is perfectly adequate for a standard desktop PC, but at the high end of the market faster CPUs, high-powered AGP graphics subsystems and new applications require greater levels of performance.

The intended alternative to SDRAM was Direct Rambus, the highly scaleable and pipelined memory architecture invented by Californian company Rambus and supported by industry giant Intel. This was due to have come to fruition by mid-1999 with the launch of the Pentium III CPU's 133MHz companion chipset, codenamed "Camino". However, problems with this chipset and with the manufacture of Direct Rambus DRAM (DRDRAM) chips have delayed the launch until late 1999. Another contributing factor to the uncertainty has been the reluctance of DRAM manufacturers to pay the steep royalty costs for using Rambus technology. Cost to end users is also a problem, early estimates suggesting up to a 50% price premium for DRDRAM modules (RIMMs) over SDRAM.

The consequence is that PC manufacturers have been left looking for a route to an interim higher-bandwidth, lower latency memory, particularly for use in servers and workstations. The first alternative was PC133 SDRAM - a straightforward incremental speed upgrade to PC100 memory. This has the advantage that modules can be used in existing 100MHz systems. In the autumn of 1999 Intel finally agreed to adopt the PC133 standard and announced the intention to produce a PC133 chipset in the first half of 2000. In the meantime vendors will have to continue to source these from rival chipset manufacturers.

The second possibility is Double Data Rate SDRAM (DDR-SDRAM), which has the advantage of running at the same bus speed (100MHz or 133MHz) as SDRAM, but by using more advanced synchronisation is able to double the available bandwidth to 2.1GBps. A development of this approach is DDR2-SDRAM, offering up to 4.8 GBps, which is backed by a new consortium of DRAM manufacturers known as Advanced Memory International. This group is effectively a rechartered incarnation of the SyncLink DRAM (SLDRAM) Consortium, which in 1998 promoted a scaleable packet-based technology very similar to Direct Rambus, but as a royalty-free standard.

In the long term, it is highly likely that Direct Rambus will become the standard - not least because its scaleability in unmatched by the alternatives apart from SLDRAM. However, until that happens it appears likely that different manufacturers will go different their ways - raising the unfortunate prospect in the short term of a number of competing and incompatible memory types and speeds. 

	 
	PC100
	PC133
	DDR
SDRAM
	SLDRAM
	Base
Rambus
	Concurrent
Rambus
	Direct
Rambus

	Announced
Frequency
(MHz)
	100
	133
	200/266
	800
	700
	700
	600/800

	Maximum
Bandwidth
(GBps)
	0.80
	1.00
	1.6/2.1
	1.60
	0.70
	0.70
	1.2/1.6

	Expected
Bandwidth
(GBps)
	0.50
	0.60
	0.9/1.2
	unknown
	0.40
	0.50
	1.1/1.5

	Efficiency (%)
	65
	60
	60
	unknown
	60
	80
	97

	Data Width
(bits)
	64
	64
	64
	16
	8/9
	8/9
	16/18


Flash memory
Flash memory is a solid-state, non-volatile, rewritable memory that works like RAM and a hard-disk drive combined. It resembles conventional memory, coming in the form of discrete chips, modules, or memory cards. Just like with DRAM and SRAM, bits of electronic data are stored in memory cells, and just like with a hard disk drive, flash memory is non-volatile, retaining its data even when the power is turned off.

Notwithstanding its apparent advantages over both RAM (its non-volatility) and hard disk (the absence of moving parts), there are a number of reasons why flash memory is not a viable replacement for either. Because of its design, flash memory must be erased in blocks of data rather than single bytes like RAM. This, together with its significantly higher cost and the fact that memory cells in a flash chip have a limited lifespan of around 100,000 write cycles, make it an inappropriate alternative to RAM for use as a PC's main memory. Whilst electronic "flash drives" are smaller, faster, consume less energy and are capable of withstanding shocks up to 2000 Gs - equivalent to a 10 foot drop onto concrete - without losing data, their limited capacity (around 100MB) make them an inappropriate alternative to a PC's hard disk drive. Even if capacity were not a problem, as with RAM, flash memory cannot compete with hard disks in price. 

Since its inception in the mid-1980s, flash memory has evolved into a versatile and practical storage solution. Several different implementation exist. NOR flash is a random access device appropriate for code storage applications. NAND flash - optimised for mass storage applications - is the most common form. Its high speed, durability, and low voltage requirements, have made it ideal for use in many applications - such as digital cameras, cell phones, printers, handheld computers, pagers, and audio recorders.

Samsung Electronics is the leading flash memory producer, and indeed, the leading producer of memory products in general. Its SmartMedia flash memory cards first appeared in 1996 and - along with CompactFlash - have gone on to become one of predominant flash memory formats. In late 1999 the company announced the world's first 1GB flash memory prototype, based on 0.15 micron process technology. The following year its largest capacity card to date - at 128MB - came to market, with a 512MB chip slated for mass production in 2001.

However, at the very time capacities were growing apace, flash memory found itself facing a challenge from a radical new memory chip technology, in the shape of Magnetic RAM.

Magnetic RAM
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In late 2000 IBM and German semiconductor company Infineon Technologies AG announced plans to collaborate in the development of Magnetic Random Access Memory (MRAM) - a breakthrough memory technology that could significantly increase battery life of portable computing devices and lead to "instant-on" computers.

Originating from IBM's pioneering development of a miniature component called the "magnetic tunnel junction" as long ago as 1974, MRAM uses a magnetic charge - similar to a hard drive's - to store information, as opposed to the electric charge of existing memory forms. The chips work by storing the ones and zeros that compose digital data in a magnetic material that is sandwiched between two metal layers. 

Its proponents claim the new technology combines the best virtues of many of the common forms of memory - the low cost and high capacity of dynamic RAM; the high speed of static RAM; and the permanence of Flash memory - and has the potential to significantly improve many electronic products by storing more information, accessing it faster and using less battery power than conventional electronic memory. 

Since MRAM also retains information when power is turned off, it means that products like personal computers could start up instantly, without waiting for software to "boot up." Non-volatility also means reduced power consumption. Since it will not need constant power to keep the data intact, MRAM could consume much less than established random access memory technologies, extending the battery life of cell phones, handheld devices, laptops and other battery powered products.

By early 2002, it should be clear whether the technology can be scaled down enough to make it feasible and whether the magnetic material can be worked into traditional chipmaking processes. If so, it is expected that actual MRAM products could be commercially available as soon as 2004, and that the technology could represent a serious threat to the various silicon-based memory chips towards 2010.
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Last Updated - 1Aug03
No area of personal computing has changed more rapidly than portable technology. With software programs getting bigger all the time, and portable PCs being used for a greater variety of applications, manufacturers have had to had their work cut out attempting to match the level of functionality of a desktop PC in a package that can be used on the road. This has led to a number of rapid advancements in both size and power and by mid-1998 the various mobile computing technologies had reached a level where it was possible to buy a portable computer that was as fast as a desktop machine and yet capable of being used in the absence of a mains electricity supply for over five hours.

CPU technology
In mid-1995 Intel's processor of choice for notebook PCs was the 75MHz version. This was available in a special thin-film package - the Tape Carrier Package (TCP) - designed to ease heat dissipation in the close confines of a notebook. It also incorporated Voltage Reduction Technology which allowed the processor to "talk" to industry standard 3.3 volt components, while its inner core - operating at 2.9 volts - consumed less power to promote a longer battery life. In combination, these features allowed system manufacturers to offer high-performance, feature-rich notebook computers with extended battery lives. Speeds were gradually increased until they reached 150MHz in the summer of 1996.

In January 1997 the first mobile Pentiums with MMX technology appeared, clocked at 150MHz and 166MHz. Initially these were built on Intel's enhanced 0.35-micron CMOS process technology with the processor's input and output pins operating at 3.3 volts for compatibility with other components while its inner core operated at 2.8 volts. The lower core voltage enabled systems to operate within efficient thermal ranges - the maximum power dissipation being 17 watts. Faster MMX CPUs were released at intervals thereafter, finally topping out at 266MHz at the start of 1998. The autumn of the previous year had seen a couple of important milestones in the development of notebook computing.

In September 1997 two high-performance mobile Pentium MMX processors that consumed up to 50% less power than previous generation mobile processors were introduced. The new 200MHz and 233MHz "Tillamook" CPUs were the first products manufactured using Intel's advanced 0.25-micron process technology. The combined effect of this and the new CPU's significantly reduced power consumption, for the first time, took notebook processors up to the same level as desktop chips.

A few weeks later Intel announced a 120MHz mobile Pentium MMX for mini-notebook PCs - an important emerging category of mobile PCs that offered small size, light weight and fully compatible, fully functional notebook computing. Manufactured using Intel's 0.35-micron process technology, the new 120MHz processor operated at an internal voltage of 2.2 volts and consumed 4.2 watts of power. The new CPU's low power consumption coupled with MMX technology provided mini-notebook PC users with the performance and functionality to effectively run business and communication applications "on the road". 

Tillamook
Conspicuous by its absence from Intel's launch of MMX at the beginning of 1997 was a 200MHz version of the Pentium MMX for notebooks. This omission was addressed before the year was out, however, with the announcement of its latest mobile processor codenamed "Tillamook", after a small town in Oregon. The new processors were originally available at speeds of 200MHz and 233MHz - with a 266MHz version following early in 1998. 

The Tillamook was one of the first processors to be built on an Intel-developed pop-out Mobile Module for notebooks, called MMO. The module held the processor, 512KB of secondary cache, a voltage regulator to buffer the processor from higher voltage components, a clock, and the new 430TX PCI Northbridge chipset. It was connected to the motherboard by a single array of 280 pins, similar to the Pentium II's SEC cartridge. 

On the chip itself, the biggest difference was in the 0.25-micron process: down from 0.35 microns in the older-style mobile Pentium chips, and much smaller than the 0.35-micron process used on desktop Pentiums. The lower micron value had a knock-on effect on the speed and the voltage. 

As the transitions (the electrical pulses of ones and zeros) occurring on the processor are physically closer together, the speed is automatically increased. Intel claimed a performance increase of 30%. As the transitions are closer together, the voltage has to be reduced to avoid damage caused by a strong electrical field. Previous versions of the Intel mobile Pentium had 2.45V at the core but on Tillamook this was reduced to 1.8V. A voltage regulator was needed to protect the chip from the PCI bus and the memory bus, both of which ran at 3.3V. 

The mobile 200MHz and 233MHz CPUs generated 3.4 watts and 3.9 watts TDP (thermal design power) typical respectively. These improvements represented nearly a 50% decrease in power consumption over the previous generation 166MHz mobile Pentium processor with MMX technology. This was just as well, as many of the notebooks using this chip were driving energy-sapping 13.3in and 14.1in screens intended for graphics-intensive applications. On the plus side, a lower voltage also meant lower heat emissions - a real problem with desktop chips. 
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The processor was sold to manufacturers either on its own in a Tape Carrier Package (TCP) format, or mounted on a Mobile Module (MMO). The module held the processor, 512KB of L2 cache, a VRM to buffer the processor from higher voltage components, a clock, and the new 430TX PCI Northbridge chipset. The module was connected to the motherboard by a single array of 280 pins, just as on the Pentium II's SEC cartridge. 

There were various reasons for putting the chip on a module. From an engineering point of view, it made it easier to combat the two main problems which arose in the area around the processor; namely heat and connections. The voltage regulator and the lower voltage of the chip helped dissipate the heat. A temperature sensor was located right by the processor, which triggered whatever heat dissipation method the manufacturer had built in. The 430TX chipset then bridged the gap between the processor and the other components, communicating with a second part of the chipset on the motherboard which controlled the memory bus and other controllers such as the graphics and audio chips. 

Intel maintained that the MMO made life easier for the notebook OEMs, which could now devote more time to improving the other features of notebooks rather than having to spend too much R&D time and effort on making their systems compatible with each new processor. And, of course, as most processors required a new chipset to support their functionality, manufacturers were spared the dual problem of redesigning motherboards for the purpose and of holding obsolete stock when the new processors came in. 

On the flipside, it neatly cut off the route for Intel's competitors by forcing notebook OEMs to go with Intel's proprietary slot. However, the much-vaunted idea that the module meant easy upgrading for the consumer was little more than wishful thinking. In practice, it was far more complicated than just opening up the back and slotting in a new SEC, as in a Pentium II desktop. Its size was also a downside. At 4in (101.6mm) L x 2.5in (63.5mm) W x 0.315in (8mm) H (0.39in or 10mm high at the connector), the module was too bulky to fit into the ultra-slim notebooks of the day. 

January 1999 saw the family of mobile Pentium processors with MMX technology completed with the release of the 300MHz version.

Mobile Pentium II
The natural progression of the low-power Deschutes family of Pentium II processors to the portable PC market took place with the launch of the Mobile Pentium II range in April 1998. The new processor, and its companion Mobile 440BX chipset, were initially available at 233MHz and 266MHz, packaged in the existing Mobile Module (MMO) or an innovative "mini-cartridge" package, which contained the processor core and closely coupled 512KB Level 2 cache. The mini-cartridge was about one-fourth the weight, one-sixth the size and consumed two-thirds of the power of the Pentium II processor desktop SEC cartridge, making it well-suited for a broad range of mobile PC form factors, including thin, lightweight, ultraportable systems. 

The 233MHz and 266MHz Pentium II processors for mobile PCs were manufactured on Intel's 0.25-micron process technology and offered the same performance-enhancing features as the existing Pentium II processors for the desktop segment, including: Dual Independent Bus architecture, Dynamic Execution, MMX technology and a closely coupled 512KB Level 2 cache. The mobile Pentium II processor system bus operated at 66MHz. Additionally, to address the unique thermal requirements of mobile PCs, the new mobile Pentium II processor contained built-in power management features that helped manage power consumption and improve reliability.

The mobile Pentium II processors, which operated at an internal core voltage of 1.7V, were Intel's lowest voltage mobile processors introduced to date. The 233MHz processor core generated 6.8 watts TDP (thermal design power) typical and the 266MHz version consumed 7.8 watts TDP typical. With the addition of the second level cache, the 233MHz mobile Pentium II processor operated at 7.5 watts, while the 266MHz version operated at 8.6 watts. 

At the end of January 1999 Intel launched a new family of Mobile Pentium II processors, codenamed "Dixon". The key development was the location of the Level 2 cache, which was moved onto the die and accelerated from half the core CPU speed to full speed. Although the new CPUs - available in clock speeds of 333MHz and 366MHz - had 256KB of Level 2 cache, rather than the 512KB of previous Mobile Pentium IIs, overall cache efficiency was enhanced about threefold thanks to its faster speed and proximity to the CPU.

As well as retaining the existing mobile module and mini-cartridge packaging, making it easy for vendors to upgrade, the Dixon was also available in a new smaller, thinner and lighter Ball Grid Array (BGA) package. At less than a 10th of an inch high this was one-third the size and half the height of the mini-cartridge, allowing it to fit in mini-notebooks, which had hitherto been restricted to the ageing Mobile Pentium MMX family. A key benefit of the single-die implementation was reduced power consumption, battery life being the key requirement of a portable PC. The 336MHz mobile Pentium II processor operated at an internal core voltage of 1.6V and, according to Intel, consumed around 15% less power than existing Mobile Pentium IIs at the same clock speed.

By mid-1999 the Mobile Pentium II was available in speeds up to 400MHz. The 400MHz part was notable for being Intel's first processor built using an 0.18-micron manufacturing process. Also available built on 0.25-micron technology, the 400MHz Mobile Pentium II was available in four packaging options - mini-cartridge, BGA, micro PGA and the Intel Mobile Module - and contained 128KB of integrated L2 cache. 

Cyrix MediaGXi
The merging of graphics, audio, memory control and the PCI interface onto the microprocessor itself, made Cyrix's revolutionary MediaGX architecture a natural for use with notebook PCs, delivering easy-to-use multimedia technology at an affordable price while optimising battery life with its low-power design. In late 1998 the MediaGXi processor was instrumental in enabling notebooks to break the sub-$1,000 price point. The processor's suitability for deployment on a small, sparsely populated motherboard also made it an attractive option for use in the sub-A4 "mini-notebook" format. 

Virtual System Architecture (VSA) was Cyrix's software technology which replaced hardware functionality traditionally implemented in add-on expansion cards. VSA and the integrated features were complemented by three exclusive processor technologies that managed the multimedia and system functions of the MediaGX processor - XpressRAM, XpressGRAPHICS, and XpressAUDIO:
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· XpressRAM technology enabled the MediaGX processor to avoid the delays of data moving between the external cache and main memory. By placing the memory controller onto the chip, data lookups moved directly to SDRAM and back to the CPU, eliminating the need for external cache. 

· XpressGRAPHICS technology eliminated the need for a graphics card. In a traditional PC, graphics are processed away from the main CPU through the slower PCI bus. However, with the graphics controller and accelerator moved onto the MediaGX processor, graphics processing took place at the full megahertz speed of the CPU. XpressGRAPHICS also implemented an innovative graphics compression scheme with high-speed buffering, allowing flexibility in memory configuration without the need to add expensive video memory. 

· XpressAUDIO technology took over the operations of a separate sound card. Compatible with industry-standard sound cards, it generated all sound directly from the processor set, thereby avoiding the performance and compatibility conflicts that often occurred between audio and other components. 

The MediaGX architecture represented true system-design innovation and intelligent integration. However, the lack of a Level 2 cache had an adverse effect on overall system performance, reinforcing the impression that the processor was best suited to low-end, low-cost systems. 

Mobile Celeron
Co-incident with the launch of Dixon, Intel also introduced its first Mobile Celeron CPUs, at clock speeds of 266MHz and 300MHz. Technically, these CPUs were distinguished from the Dixon range only by the fact that they had 128KB of on-die Level 2 cache, rather than 256KB. However, they were priced extremely competitively, confirming Intel's determination to gain market share at the budget end of the market.

By the autumn of 1999 the Mobile Celeron range had been extended to provide versions at clock speeds up to 466MHz, all based on Intel's advanced P6 microarchitecture and having an integrated 128KB L2 cache for increased performance, and the 466MHz and 433MHz versions available in all of Ball Grid Array (BGA), Micro Pin Grid Array (PGA) packaging - consisting of a processor and a tiny socket - and Mobile Module (MMO) packaging. 

In 2001 the 0.13-micron Pentium III Tualatin chip became key to Intel's mobile CPU strategy. By that time notebooks were available in a variety of sizes, ranging from full-featured models with 15in screens to ultraportables as thin as 20mm and weighing as little as between 2 and 3 pounds. Different manufacturers refer to the smaller form factors variously as "slimline", "thin and light", "mini-notebooks" and "sub-notebooks". 

The situation had become equally as confusing with respect to versions of mobile chips. For example, Intel manufactures a mobile Pentium III and a corresponding Celeron chip for each notebook category. Whilst the latter cost less, they were based on the same technology as their siblings differing only in cache sizes, core voltages and processor packaging.

By the spring of 2002 Mobile Celeron CPUs were available for core voltages between 1.15V and 1.7V in a variety of speed grades up to 1.2GHz for standard voltage versions and 677MHz and 670MHz for low voltage and ultra low voltage versions respectively.

AMD Mobile K6 CPUs
Just as the desktop version of its K6-2 processor with 3DNow! technology stole a march on Intel by reaching the market well before its Pentium III was able to offer similar 3D capability via its "Katmai New Instructions", AMD's Mobile K6-2 enjoyed a similar advantage in the notebook arena, having succeeded in getting a number of major notebook OEMs - including Compaq and Toshiba - to produce systems based on its mobile K6 family by early 1999.

AMD's K6 mobile processors were available in Socket 7 and Super7 platform-compatible, 321-pin ceramic PGA packages or BGA packages for smaller form factors and at speeds of 266MHz, 300MHz and 333MHz. The Mobile K6-2 operated at a core voltage of 1.8V and dissipated less than 8 Watts of power running typical applications.

The Mobile K6-2 family of processors was later complemented by the higher performance AMD K6-2 P range - both processor families sharing a number of performance-boosting features, including AMD's 3DNow! technology and support for Super7 notebook platforms that implemented leading-edge features, such as a 100MHz FSB, 2X AGP graphics, and up to 1MB of Level 2 cache. By the autumn of 1999 the Mobile AMD-K6-2-P range had been extended to include a 475MHz version - at the time the highest clock speed CPU available for x86 notebook computing.

Mid-1999 saw the announcement of the Mobile K6-III-P processor based on AMD's advanced sixth generation microarchitecture and sporting AMD's unique TriLevel Cache design. This comprised a full-speed 64KB Level 1 cache, an internal full processor-speed backside 256KB Level 2 cache, and a 100MHz frontside bus to an optional external Level 3 cache of up to 1MB. The 21.3-million transistor Mobile AMD-K6-III-P operated at a core voltage of 2.2V and was manufactured on AMD's 0.25-micron, five-layer-metal process technology. Originally available at a clock speeds of up to 380MHz, the range had been extended to a maximum speed of 450MHz by the autumn of 1999.

In the spring of 2000, the announcement of its Mobile AMD-K6-III+ and Mobile AMD-K6-2+ processor families at speeds up to 500MHz saw AMD's mobile processors make the transition to 0.18-micron process technology. Early the following year, the company achieved another significant first, with the announcement of the first seventh-generation processors - the 600MHz and 700MHz Mobile Duron CPUs - to enter the notebook market. 

Mobile Pentium III
The October 1999 announcement of a range of 0.18-micron Pentium III processors included the launch of the first mobile Pentium IIIs. The new processors - available at speeds of 400MHz, 450MHz and 500MHz and featuring a 100MHz system bus - represented a significant performance boost of up to 100% over Intel's previous fastest mobile CPU. 

All mobile processors consume less power than their desktop counterparts, are significantly smaller in size and incorporate sophisticated power management features. The smallest processor package of the day - the BGA - is about the size of a postage stamp and the 400MHz processor - operating at an extremely low 1.35V - was targeted specifically at mini notebook designs.

Mid-2001 saw an important step in the evolution of Intel's family of mobile CPUs, with the introduction of the Pentium III-M processor, based on Intel's new 0.13-micron Pentium III core known internally as the Tualatin. By this time the introduction of new CPU technologies and manufacturing processes in low volume markets first, and only later - after sufficient time to perfect the associated technologies - adapting them to mass production segments, had become a well-established practice. The Tualatin was a further case in point even though - by the time of its much delayed appearance - deployment in the mobile arena was its primary purpose.

By the spring of 2002 a wide range of Tualatin-based Pentium III-M CPUs were available. The spectrum of core voltages accommodated was between 1.1V and 1.4V at clock frequencies of up to 1.2GHz for standard voltage versions and 866MHz and 766MHz for low voltage and ultra low voltage versions respectively.

SpeedStep
Just a few weeks after its launch of the Dixon, Intel demonstrated a revolutionary new mobile processor technology that was expected to close the performance "gap" between mobile PCs and their historically higher performance desktop counterparts. The demonstration was of a dual-mode mobile processor technology - codenamed "Geyserville" - that allowed a mobile PC user to operate at a higher frequency when plugged into a wall outlet and automatically switch to a lower power and frequency when running on battery, conserving battery life. The technology was subsequently introduced aboard mobile 600MHz and 650MHz Pentium III processors in early 2000 - under the name "SpeedStep". 

SpeedStep technology offers mobile users two performance modes: Maximum Performance mode and Battery Optimised mode. The system by default automatically chooses which mode to run in, depending on whether the computer is running on batteries or mains power. When running in Battery Optimised Mode, the processors ran at 500MHz and 1.35V, significantly lowering CPU power consumption and consequently preserving battery life. When a user plugged into an AC outlet, the notebook automatically switched to Maximum Performance Mode, increasing the voltage to 1.6V and the speed to the maximum the processor was capable of. These transitions happen in only 1/2000th of a second - so fast they are completely transparent to users, even if they occur in the middle of performance intensive applications such as; running performance-intensive applications such as playing a DVD movie. Users also have the freedom to select the Maximum Performance Mode even while running on batteries. Making that switch is as easy as clicking an icon at the bottom of the screen, with no reboot required.

Intel has developed both the hardware and software components to make the SpeedStep technology work seamlessly, including the system BIOS, end user interface software, switch control ASIC and support in the chipset. No change to operating systems or software applications is needed in order to take advantage of the technology. 

Crusoe
In early 2000, chip designer Transmeta Corporation unveiled its innovative "Crusoe" family of x86-compatible processors aimed specifically at the mobile computing arena and designed with the objective of maximising the battery life of mobile devices. In development since the company's foundation in 1995, the technology underlying the Crusoe processor solution is fundamentally software-based: the power savings come from replacing large numbers of transistors with software.
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The hardware component is a very long instruction word (VLIW) CPU capable of executing up to four operations in each clock cycle. The VLIW's native instruction set bears no resemblance to the x86 instruction set; it has been designed purely for fast low-power implementation using conventional CMOS fabrication. The surrounding software layer gives x86 programs the impression that they are running on x86 hardware. The software layer is called Code Morphing software because it dynamically "morphs" (that is, translates) x86 instructions into VLIW instructions. The Code Morphing software includes a number of advanced features to achieve good system-level performance. Code Morphing support facilities are also built into the underlying CPUs. In other words, the Transmeta designers have judiciously rendered some functions in hardware and some in software, according to the product design goals and constraints.

Transmeta's software translates blocks of x86 instructions once, saving the resulting translation in a translation cache. The next time the (now translated) code is executed, the system skips the translation step and directly executes the existing optimised translation at full speed. This unique approach to executing x86 code eliminates millions of transistors, replacing them with software. The initial implementation of the Crusoe processor uses roughly one-quarter of the logic transistors required for an all-hardware design of similar performance, and offers the following benefits: 

· the hardware component is considerably smaller, faster, and more power efficient than conventional chips 

· the hardware is fully decoupled from the x86 instruction set architecture, enabling Transmeta's engineers to take advantage of the latest and best in hardware design trends without affecting legacy software 

· the Code Morphing software can evolve separately from hardware, enabling upgrades to the software portion of the microprocessor can be rolled out independently of hardware chip revisions. 

This approach makes for great versatility - different goals and constraints in future products may result in different hardware/software partitioning, and the Code Morphing technology is obviously not limited to x86 implementations - and as such has the potential to revolutionise the way microprocessors are designed in the future.

The Crusoe processor family initially consisted of two solutions, the TM5400 and the TM3120. The design objective for both these chips was to minimise die size and power requirements, and this has been achieved by eliminating roughly three quarters of the logic transistors that would be required for an all-hardware design of similar performance. The IBM-produced chips don't require an on-die cooling mechanism, further reducing the size of the CPU unit. The TM5400 required around 4 watts and the low-end TM3120 as little as 1 watt in some applications. 

The model TM5400 was targeted at ultra-light mobile PCs running Microsoft Windows and NT operating systems. These PCs took advantage of the TM5400's high performance (up to 700MHz), very large cache and advanced power management features to create the longest running mobile PCs for office applications, multimedia games and DVD movies. The TM3120, operating at up to 450MHz, was designed for the Mobile Internet Computing market. This is seen as an important market segment for Crusoe CPUs, and Transmeta collaborated with OEM partner S3 to design and produce a Linux-based Internet appliance that came in a 2-pound package that includes a 10.4-inch screen, hard drive and PC Card slots for additional devices, such as wireless modem cards.

The first system available with the Transmeta Crusoe processor reached the market in the autumn of 2000 - in the shape of a Sony ultraportable laptop - and was immediately embroiled in controversy over the applicability of the traditional one-pass benchmarks used by IT publications to assess the relative performance of different manufacturers offerings. The problem is that since the Transmeta architecture allows for dynamic and smart execution of code in software, the first pass of any test sample is guaranteed to be less than optimal. Thus, the poor results achieved by the first Crusoe-based system to reach the market were both unsurprising and fundamentally flawed.

In late 2000, Transmeta reacted to continuing criticism that its initial processors had been underpowered by announcing both updates to its code morphing software (CMS) and its next generation Crusoe 2.0 chip. In combination, the updated software and new hardware are expected to increase Crusoe performance by at least 40%. Slated for availability by mid-2002, the hardware portion of the new chip will be increased from 128 bits to 256 bits, enabling it to handle eight instructions per clock - twice the previous number. At introduction, the chip is expected to run at speeds of 1GHz+ with a typical power consumption of half a watt or less.

Mobile Duron
Until 2001 all of AMD's mobile CPUs had been based on the K6 design. The company's Athlon/Duron family of processors had already succeeded in gaining market share from Intel in the desktop arena, in the performance and value sectors respectively. Early in 2001 AMD signalled their intent to similarly challenge Intel's domination of the mobile CPU market segment.

Based on the Duron Spitfire processor core, the Mobile Duron had similar features to its non-mobile counterpart, utilising a 100MHz double-pumped system bus (200MHz effective throughput), 128KB of on-chip L1 cache and 64KB of on-chip L2 cache. The chip's core operates at 1.4V - compared with the 1.6V of the desktop version - which equates to a battery life of between two and three hours. The CPU was initially launched at speeds of 600MHz and 700MHz.

It was not long before the ante in the mobile processor sector was raised. When Intel announced it's 0.13-micron Pentium III Tualatin core - intended primarily for the mobile sector - in mid-2001, AMD responded with its 0.13-micron Morgan and Palomino processor cores. These are differentiated by the size of their L2 cache, 64KB and 256KB respectively. The Morgan core is used in value notebooks, under the Duron brand name, while the Palomino core is featured in more expensive high-performance notebooks under the new Athlon 4 branding.

By the spring of 2002 the Mobile Duron CPU was available in various speed grades to 1.2GHz.

Mobile Athlon 4
Emulating Intel's practice of introducing new technology in lower volume market sectors first, AMD's first deployment of the Palomino core was in their Mobile Athlon 4 processor. At the time it appeared that the "Athlon 4" nomenclature had more than a little to do with Intel's multi-million dollar "Pentium 4" marketing campaign. In the event, it was used exclusively for AMD's mobile CPUs, with the desktop versions of the Palomino adopting the "XP" branding.

The Mobile Athlon 4 has all the same enhancements as the desktop Palomino core: 

· an improved hardware data prefetch mechanism 

· enhancements to the processor's data TLB 

· full support for Intel's SSE instruction set 

· reduced power consumption 

· implementation of a thermal diode to monitor processor temperature. 

Like previous CPUs the Mobile Athlon 4 also features AMD's PowerNow! technology, which allows a processor to dynamically change its clock speed and operating voltage depending on the prevailing application demands. Appropriate BIOS and chipset support is necessary for PowerNow! to be taken advantage of.

By the spring of 2002 the fastest available Mobile Athlon 4 CPU was the Model 1600+.

PowerNow!
PowerNow! is effectively AMD's version of Intel's SpeedStep technology. The premise is a simple one: some applications require less processing power than others. Word processing, for example, consumes relatively few processor cycles, whereas playing a DVD, photo editing or running other media-rich applications requires more processor cycles to deliver a responsive level of performance.

AMD PowerNow! controls the level of processor performance automatically, dynamically adjusting the operating frequency and voltage many times per second, according to the task at hand. When an application does not require full performance, significant amounts of power can be saved. The Mobile Athlon 4 implementation of the technology allows for a total of 32 speed/voltage steps between 500MHz at 1.2V and the maximum clock speed of the processor. Realistically, in normal usage only between 4 and 8 steps are likely to be used. The only user-noticeable effect of PowerNow! technology is extended battery life.

Mobile Pentium 4
Intel's Pentium 4-M CPU came to market in the spring of 2002 at a clock frequency of up to 1.7GHz. The CPU's Micro FCPGA packaging technology results in the CPU using less power in both the performance and battery optimised modes, making it run cooler and thereby allowing the processor to fit into smaller notebook form factors. 

On the average a Mobile Pentium 4-M chip uses two watts of power. It achieves this by dropping to an operating voltage of less than 1V whenever possible and ramping up to its maximum 1.3V only when peak performance is necessary. This real-time dynamic switching of voltage levels is one of the techniques by which battery life is extended. Another is the dynamic power management's Deeper Sleep Alert State which allows further power savings to be made during periods of inactivity — which can be as brief as microseconds between key strokes.

With Tualatin-based Pentium III-M and Mobile Celeron CPUs offering a wide range of price/performance points across the entire range of notebook form factors and Intel having already announced that it expects its next generation Mobile Pentium 4 processor - codenamed "Banias" and expected in the first half of 2003 - to become the mainstay in the notebook sector going forward, it remains to be seen how big an impact the Pentium 4-M will have.

Billed as Intel's "first chip designed from the ground up to power notebooks", Banias - named after an archaeological site in the Middle East - will be fundamentally different from other Intel notebook chips, having an architecture that is distinct from that of desktop CPUs and that is designed to support more power conservation features than previous generations of mobile chips. 

Centrino
The brand name for Intel's next-generation mobile processor technology was announced in January 2003. The trio of systems that comprise Centrino focus on battery life and the integration of wireless LAN technology. Only systems that include all three components: 

· a Pentium-M processor 

· the Intel 855 chipset family 

· an Intel Pro/Wireless LAN adapter. 

are allowed to use the Centrino brand. 

The Intel Pentium-M processor - previously codenamed Banias - should not to be confused with the earlier Pentium 4-M. In fact, the new CPU combines some of the best features of earlier designs to produce a new micro-architecture capable of delivering high performance with reduced power consumption.

Like the Pentium III-M, the Pentium-M adopts the same design principal of performing more processor instructions per tick of the system clock. It does this without generating too much heat and can run at low voltages. In addition, it also supports the Pentium 4-M's quad-pumped 400MHz FSB and support for both SIMD and SIMD2 instructions to further boost performance. Since power consumption is directly proportional to clock speed, it is not surprising that a Pentium-M runs at lower clock than a Pentium 4-M, the new CPU being initially available is speeds from 1.3GHz to 1.6GHz. At the time of its launch, Intel claimed that a 1.6GHz Pentium-M offered comparable performance to a 2.4GHz Pentium 4-M at 50% less battery drain. 

In addition to the new core, the processor's Level 1 cache has been increased to 32KB from the Pentium III-M's 16KB and the Level 2 cache is a full 1MB. However, to reduce power consumption when running on battery power, the chip only powers up the amount of L1 cache it actually needs - estimated by Intel to be 1/32 of the full cache size on average. 

The new chip also introduces further refinements in Intel's established SpeedStep technology, which dynamically reduces processor speed and voltage as the situation allows. The Pentium-M's more compartmentalised processor allows finer control over shutting down the parts that aren't needed and reduces the voltage before the frequency slowly enough for the CPU to be able to continue what it's doing whilst this is happening. 

Designed in tandem with the Pentium-M processor, the Intel 855 chipset has a lower core voltage in comparison to previous generations of memory controller hubs and utilises innovative design features to reduce memory interface power during system idle conditions. Design enhancements such as increased burst length size, timing improvements and shorter refresh cycles also contribute to improved performance. 

The 855 chipset's features include: 

· a 400MHz (100MHz x four) system bus offers a peak bandwidth of 3.2GBps 

· DDR memory channels offering a peak bandwidth of 2.1GBps, and 

· an AGP 4x interface allowing graphics controllers access to main memory at over 1GBps. 

and the new ICH4-M Southbridge offers standard support for: 

· Ultra ATA/100 

· 10/100BaseTX Ethernet 

· AC97 audio 

· PC Card 

· Modem 

· USB 2. 

The chipset comes in two forms, the 855PM and the 855GM, the latter including integrated graphics. 

The third and final Centrino component is the Intel PRO/Wireless adapter. When details of Banias were first revealed in 2002, the expectation was for the wireless networking support to be hardwired into the motherboard as part of the chipset. In fact, Wi-Fi has been implemented as a mini-PCI card and slot. This is a more sensible arrangement, since it allows more scope for upgrades of a rapidly developing technology. 

Indeed, it was not long before the benefit of the revised strategy were seen. With the work on wireless standards progressing more quickly than had been expected, Intel revised its plans for upgrading Centrino's original 802.11b part to accommodate other wireless standards. By mid-2003, the schedule was to have introduced a dual-band 802.11b/802.11a adapter by the third quarter and to have bundled support for 802.11g by the end of the year. 

Also scheduled for the end of the year is for the Centrino processor manufacturing process to move from 0.13-micron to 0.09-micron. With the chip available in both FCPGA and FCBGA packages, these low voltage CPUs offer the prospect of high-powered, wireless-networked, ultra-portable notebooks in the not too distant future. 
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When the power to a PC is switched off, the contents of memory are lost. It is the PC's hard disk that serves as a non-volatile, bulk storage medium and as the repository for a user's documents, files and applications. It's astonishing to recall that back in 1954, when IBM first invented the hard disk, capacity was a mere 5MB stored across fifty 24in platters. 25 years later Seagate Technology introduced the first hard disk drive for personal computers, boasting a capacity of up to 40MB and data transfer rate of 625 KBps using the MFM encoding method. A later version of the company's ST506 interface increased both capacity and speed and switched to the RLL encoding method. It's equally hard to believe that as recently as the late 1980s 100MB of hard disk space was considered generous. Today, this would be totally inadequate, hardly enough to install the operating system alone, let alone a huge application such as Microsoft Office.

The PC's upgradeability has led software companies to believe that it doesn't matter how large their applications are. As a result, the average size of the hard disk rose from 100MB to 1.2GB in just a few years and by the start of the new millennium a typical desktop hard drive stored 18GB across three 3.5in platters. Thankfully, as capacity has gone up prices have come down, improved areal density levels being the dominant reason for the reduction in price per megabyte. 

It's not just the size of hard disks that has increased. The performance of fixed disk media has also evolved considerably. When the Intel Triton chipset arrived, EIDE PIO mode 4 was born and hard disk performance soared to new heights, allowing users to experience high-performance and high-capacity data storage without having to pay a premium for a SCSI-based system.

Construction
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Hard disks are rigid platters, composed of a substrate and a magnetic medium. The substrate - the platter's base material - must be non-magnetic and capable of being machined to a smooth finish. It is made either of aluminium alloy or a mixture of glass and ceramic. To allow data storage, both sides of each platter are coated with a magnetic medium - formerly magnetic oxide, but now, almost exclusively, a layer of metal called a thin-film medium. This stores data in magnetic patterns, with each platter capable of storing a billion or so bits per square inch (bpsi) of platter surface.

Platters vary in size and hard disk drives come in two form factors, 5.25in or 3.5in. The trend is towards glass technology since this has the better heat resistance properties and allows platters to be made thinner than aluminium ones. The inside of a hard disk drive must be kept as dust-free as the factory where it was built. To eliminate internal contamination, air pressure is equalised via special filters and the platters are hermetically sealed in a case with the interior kept in a partial vacuum. This sealed chamber is often referred to as the head disk assembly (HDA).

Typically two or three or more platters are stacked on top of each other with a common spindle that turns the whole assembly at several thousand revolutions per minute. There's a gap between the platters, making room for magnetic read/write head, mounted on the end of an actuator arm. This is so close to the platters that it's only the rush of air pulled round by the rotation of the platters that keeps the head away from the surface of the disk - it flies a fraction of a millimetre above the disk. On early hard disk drives this distance was around 0.2mm. In modern-day drives this has been reduced to 0.07mm or less. A small particle of dirt could cause a head to "crash", touching the disk and scraping off the magnetic coating. On IDE and SCSI drives the disk controller is part of the drive itself.
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There's a read/write head for each side of each platter, mounted on arms which can move them towards the central spindle or towards the edge. The arms are moved by the head actuator, which contains a voice-coil - an electromagnetic coil that can move a magnet very rapidly. Loudspeaker cones are vibrated using a similar mechanism.

The heads are designed to touch the platters when the disk stops spinning - that is, when the drive is powered off. During the spin-down period, the airflow diminishes until it stops completely, when the head lands gently on the platter surface - to a dedicated spot called the landing zone (LZ). The LZ is dedicated to providing a parking spot for the read/write heads, and never contains data.
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When a disk undergoes a low-level format, it is divided it into tracks and sectors. The tracks are concentric circles around the central spindle on either side of each platter. Tracks physically above each other on the platters are grouped together into cylinders which are then further subdivided into sectors of 512 bytes apiece. The concept of cylinders is important, since cross-platter information in the same cylinder can be accessed without having to move the heads. The sector is a disk's smallest accessible unit. Drives use a technique called zoned-bit recording in which tracks on the outside of the disk contain more sectors than those on the inside. 

Operation
Data is recorded onto the magnetic surface of the disk in exactly the same way as it is on floppies or digital tapes. Essentially, the surface is treated as an array of dot positions, with each "domain' of magnetic polarisation being set to a binary "1" or "0". The position of each array element is not identifiable in an "absolute" sense, and so a scheme of guidance marks helps the read/write head find positions on the disk. The need for these guidance markings explains why disks must be formatted before they can be used.

When it comes to accessing data already stored, the disk spins round very fast so that any part of its circumference can be quickly identified. The drive translates a read request from the computer into reality. There was a time when the cylinder/head/sector location that the computer worked out really was the data's location, but today's drives are more complicated than the BIOS can handle, and they translate BIOS requests by using their own mapping.

In the past it was also the case that a disk's controller did not have sufficient processing capacity to be able to read physically adjacent sectors quickly enough, thus requiring that the platter complete another full revolution before the next logical sector could be read. To combat this problem, older drives would stagger the way in which sectors were physically arranged, so as to reduce this waiting time. With an interleave factor of 3, for instance, two sectors would be skipped after each sector read. An interleave factor was expressed as a ratio, "N:1", where "N" represented the distance between one logical sector and the next. The speed of a modern hard disk drive with an integrated controller and its own data buffer renders the technique obsolete.

The rate at which hard disk capacities have increased over the years has given rise to a situation in which allocating and tracking individual data sectors on even a typical drive would require a huge amount of overhead, causing file handling efficiency to plummet. Therefore, to improve performance, data sectors have for some time been allocated in groups called clusters. The number of sectors in a cluster depends on the cluster size, which in turn depends on the partition size.

When the computer wants to read data, the operating system works out where the data is on the disk. To do this it first reads the FAT (File Allocation Table) at the beginning of the partition. This tells the operating system in which sector on which track to find the data. With this information, the head can then read the requested data. The disk controller controls the drive's servo-motors and translates the fluctuating voltages from the head into digital data for the CPU.

More often than not, the next set of data to be read is sequentially located on the disk. For this reason, hard drives contain between 256KB and 8MB of cache buffer in which to store all the information in a sector or cylinder in case it's needed. This is very effective in speeding up both throughput and access times. A hard drive also requires servo information, which provides a continuous update on the location of the heads. This can be stored on a separate platter, or it can be intermingled with the actual data on all the platters. A separate servo platter is more expensive, but it speeds up access times, since the data heads won't need to waste any time sending servo information.

However, the servo and data platters can get out of alignment due to changes in temperature. To prevent this, the drive constantly rechecks itself in a process called thermal recalibration. During multimedia playback this can cause sudden pauses in data transfer, resulting in stuttered audio and dropped video frames. Where the servo information is stored on the data platters, thermal recalibration isn't required. For this reason the majority of drives embed the servo information with the data.

File systems
The precise manner in which data is organised on a hard disk drive is determined by the file system used. File systems are generally operating system dependent. However, since it is the most widely used PC operating system, most other operating systems' file systems are at least read-compatible with Microsoft Windows.

The FAT file system was first introduced in the days of MS-DOS way back in 1981. The purpose of the File Allocation Table is to provide the mapping between clusters - the basic unit of logical storage on a disk at the operating system level - and the physical location of data in terms of cylinders, tracks and sectors - the form of addressing used by the drive's hardware controller.
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The FAT contains an entry for every file stored on the volume that contains the address of the file's starting cluster. Each cluster contains a pointer to the next cluster in the file, or an end-of-file indicator at (0xFFFF), which indicates that this cluster is the end of the file. The diagram shows three files: File1.txt uses three clusters, File2.txt is a fragmented file that requires three clusters and File3.txt fits in one cluster. In each case, the file allocation table entry points to the first cluster of the file.

The first incarnation of FAT was known as FAT12, which supported a maximum partition size of 8MB. This was superseded in 1984 by FAT16, which increased the maximum partition size to 2GB. FAT16 has undergone a number of minor modifications over the years, for example, enabling it to handle file names longer than the original limitation of 8.3 characters. FAT16's principal limitation is that it imposes a fixed maximum number of clusters per partition, meaning that the bigger the hard disk, the bigger the cluster size and the more unusable space on the drive. The biggest advantage of FAT16 is that it is compatible across a wide variety of operating systems, including Windows 95/98/Me, OS/2, Linux and some versions of UNIX. 

Dating from the Windows 95 OEM Service Release 2 (OSR2), Windows has supported both FAT16 and FAT32. The latter is little more than an extension of the original FAT16 file system that provides for a much larger number of clusters per partition. As such, it offers greatly improved disk utilisation over FAT16. However, FAT32 shares all of the other limitations of FAT16 plus the additional one that many non-Windows operating systems that are FAT16-compatible will not work with FAT32. This makes FAT32 inappropriate for dual-boot environments, although while other operating systems such as Windows NT can't directly read a FAT32 partition, they can read it across the network. It's no problem, therefore, to share information stored on a FAT32 partition with other computers on a network that are running older versions of Windows. 

With the advent of Windows XP in October 2001, support was extended to include the NTFS. NTFS is a completely different file system from FAT that was introduced with first version of Windows NT in 1993. Designed to address many of FAT's deficiencies, it provides for greatly increased privacy and security. The Home edition of Windows XP allows users to keep their information private to themselves, while the Professional version supports access control and encryption of individual files and folders. The file system is inherently more resilient than FAT, being less likely to suffer damage in the event of a system crash and it being more likely that any damage is recoverable via the chkdsk.exe utility. NTFS also journalises all file changes, so as to allow the system to be rolled back to an earlier, working state in the event of some catastrophic problem rendering the system inoperable.

FAT16, FAT32 and NTFS each use different cluster sizes depending on the size of the volume, and each file system has a maximum number of clusters it can support. The smaller the cluster size, the more efficiently a disk stores information because unused space within a cluster cannot be used by other files; the more clusters supported, the larger the volumes or partitions that can be created. 

The table below provides a comparison of volume and default cluster sizes for the different Windows file systems still commonly in use:

	Volume Size
	FAT16 Cluster Size
	FAT32 Cluster Size
	NTFS Cluster Size

	7MB – 16MB
	2KB
	Not supported
	512 bytes

	17MB – 32MB
	512 bytes
	Not supported
	512 bytes

	33MB – 64MB
	1KB
	512 bytes
	512 bytes

	65MB – 128MB
	2KB
	1KB
	512 bytes

	129MB – 256MB
	4KB
	2KB
	512 bytes

	257MB – 512MB
	8KB
	4KB
	512 bytes

	513MB – 1GB
	16KB
	4KB
	1KB

	1GB – 2GB
	32KB
	4KB
	2KB

	2GB – 4GB
	64KB
	4KB
	4KB

	4GB – 8GB
	Not supported
	4KB
	4KB

	8GB – 16GB
	Not supported
	8KB
	4KB

	16GB – 32GB
	Not supported
	16KB
	4KB

	32GB – 2TB
	Not supported
	Not supported
	4KB


Performance
The performance of a hard disk is very important to the overall speed of the system - a slow hard disk having the potential to hinder a fast processor like no other system component - and the effective speed of a hard disk is determined by a number of factors.

Chief among them is the rotational speed of the platters. Disk RPM is a critical component of hard drive performance because it directly impacts the latency and the disk transfer rate. The faster the disk spins, the more data passes under the magnetic heads that read the data; the slower the RPM, the higher the mechanical latencies. Hard drives only spin at one constant speed, and for some time most fast EIDE hard disks span at 5,400rpm, while a fast SCSI drive was capable of 7,200rpm. In 1997 Seagate pushed spin speed to a staggering 10,033rpm with the launch of its UltraSCSI Cheetah drive and, in mid 1998, was also the first manufacturer to release an EIDE hard disk with a spin rate of 7,200rpm.

In 1999 Hitachi broke the 10,000rpm barrier with the introduction of its Pegasus II SCSI drive. This spins at an amazing 12,000rpm - which translates into an average latency of 2.49ms. Hitachi has used an ingenious design to reduce the excessive heat produced by such a high spin rate. In a standard 3.5in hard disk, the physical disk platters have a 3in diameter. However, in the Pegasus II, the platter size has been reduced to 2.5in. The smaller platters cause less air friction and therefore reduce the amount of heat generated by the drive. In addition, the actual drive chassis is one big heat fin, which also helps dissipate the heat. The downside is that since the platters are smaller and have less data capacity, there are more of them and consequently the height of the drive is increased.

Mechanical latencies, measured in milliseconds, include both seek time and rotational latency. "Seek Time" is measured defines the amount of time it takes a hard drive's read/write head to find the physical location of a piece of data on the disk. "Latency" is the average time for the sector being accessed to rotate into position under a head, after a completed seek. It is easily calculated from the spindle speed, being the time for half a rotation. A drive's "average access time" is the interval between the time a request for data is made by the system and the time the data is available from the drive. Access time includes the actual seek time, rotational latency, and command processing overhead time.

The "disk transfer rate" (sometimes called media rate) is the speed at which data is transferred to and from the disk media (actual disk platter) and is a function of the recording frequency. It is generally described in megabytes per second (MBps). Modern hard disks have an increasing range of disk transfer rates from the inner diameter to the outer diameter of the disk. This is called a "zoned" recording technique. The key media recording parameters relating to density per platter are Tracks Per Inch (TPI) and Bits Per Inch (BPI). A track is a circular ring around the disk. TPI is the number of these tracks that can fit in a given area (inch). BPI defines how many bits can be written onto one inch of a track on a disk surface. 

The "host transfer rate" is the speed at which the host computer can transfer data across the IDE/EIDE or SCSI interface to the CPU. It is more generally referred to as the data transfer rate, or DTR, and can be the source of some confusion. Some vendors list the internal transfer rate, the rate at which the disk moves data from the head to its internal buffers. Others cite the burst data transfer rate, the maximum transfer rate the disk can attain under ideal circumstances and for a short duration. More important for the real world is the external data transfer rate, or how fast the hard disk actually transfers data to a PC's main memory. 

By late 2001 the fastest high-performance drives were capable of an average latency of less than 3ms, an average seek time of between 4 and 7ms and maximum data transfer rates in the region of 50 and 60MBps for EIDE and SCSI-based drives respectively. Note the degree to which these maximum DTRs are below the bandwidths of the current versions of the drive's interfaces - Ultra ATA/100 and UltraSCSI 160 - which are rated at 100MBps and 160MBps respectively.

AV capability
Audio-visual applications require different performance characteristics than are required of a hard disk drive used for regular, everyday computer use. Typical computer usage involves many requests for relatively small amounts of data. By contrast, AV applications - digital audio recording, video editing and streaming, CD writing, etc. - involve large block transfers of sequentially stored data. Their prime requirement is for a steady, uninterrupted stream of data, so that any "dropout" in the analogue output is avoided.

In the past this meant the need for specially designed, or at the very least suitably optimised, hard disk drives. However, with the progressive increase in the bandwidth of both the EIDE and SCSI interfaces over the years, the need for special AV rated drives has become less and less. Indeed, Micropolis - a company that specialised in AV drives - went out of business as long ago as 1997.

The principal characteristic of an " AV drive" centred on the way that it handled thermal recalibration. As a hard drive operates, the temperature inside the drive rises causing the disk platters to expand (as most materials do when they heat up). In order to compensate for this phenomenon, hard drives would periodically recalibrate themselves to ensure the read and write heads remain perfectly aligned over the data tracks. Thermal recalibration (also known as "T-cal") is a method of re-aligning the read/write heads, and whilst it is happening, no data can be read from or written to the drive.

In the past, non-AV drives entered a calibration cycle on a regular schedule regardless of what the computer and the drive happened to be doing. Drives rated as "AV" have employed a number of different techniques to address the problem. Many handled T-cal by rescheduling or postponing it until such time that the drive is not actively capturing data. Some additionally used particularly large cache buffers or caching schemes that were optimised specifically and exclusively for AV applications, incurring a significant performance loss in non-AV applications.

By the start of the new millennium the universal adoption of embedded servo technology by hard disk manufacturers meant that thermal recalibration was no longer an issue. This effectively weaves head-positioning information amongst the data on discs, enabling drive heads to continuously monitor and adjust their position relative to the embedded reference points. The disruptive need for a drive to briefly pause data transfer to correctly position its heads during thermal recalibration routines is thereby completely eliminated.

Capacity
Since its advent in 1955, the magnetic recording industry has constantly and dramatically increased the performance and capacity of hard disk drives to meet the computer industry's insatiable demand for more and better storage. The areal density storage capacity of hard drives has increased at a historic rate of roughly 27% per year - peaking in the 1990s to as much as 60% per year - with the result that by the end of the millennium disk drives were capable of storing information in the 600-700 Mbits/in2 range.

The read-write head technology that has sustained the hard disk drive industry through much of this period is based on the inductive voltage produced when a permanent magnet (the disk) moves past a wire-wrapped magnetic core (the head). Early recording heads were fabricated by wrapping wire around a laminated iron core analogous to the horseshoe-shaped electromagnets found in elementary school physics classes. Market acceptance of hard drives, coupled with increasing areal density requirements, fuelled a steady progression of inductive recording head advances. This progression culminated in advanced thin-film inductive (TFI) read-write heads capable of being fabricated in the necessary high volumes using semiconductor-style processors.

Although it was conceived in the 1960s, it was not until the late 1970s that TFI technology was actually deployed in commercially available product. The TFI read/write head - which essentially consists of wired, wrapped magnetic cores which produce a voltage when moved past a magnetic hard disk platter - went on to become the industry standard until the mid-1990s. By this time it became impractical to increase areal density in the conventional way - by increasing the sensitivity of the head to magnetic flux changes by adding turns to the TFI head's coil - because this increased the head's inductance to levels that limited its ability to write data.

The solution lay in the phenomenon discovered by Lord Kelvin in 1857 - that the resistance of ferromagnetic alloy changes as a function of an applied magnetic field - known as the anisotropic magnetoresistance (AMR) effect.

Capacity barriers
Whilst Bill Gates' assertion that "640KB ought to be enough for anyone" is the most famous example of lack of foresight when it comes to predicting capacity requirements, it is merely symptomatic of a trait that has afflicted the PC industry since its beginnings in the early 1980s. In the field of hard disk technology at least 10 different capacity barriers occurred in the space of 15 years. Several have been the result of BIOS or operating system issues, a consequence of either short-sighted design, restrictions imposed by file systems of the day or simply as a result of bugs in hardware or software implementations. Others have been caused by limitations in the associated hard disk drive standards themselves.

IDE hard drives identify themselves to the system BIOS by the number of cylinders, heads and sectors per track. This information is then stored in the CMOS. Sectors are always 512 bytes in size. Therefore, the capacity of a drive can be determined by multiplying the number of cylinders by the number of sectors by 512. The BIOS interface allows for a maximum of 1024 cylinders, 255 heads and 63 sectors. This calculates out at 504MiB. The IEC's binary megabyte notation was intended to address the confusion caused by the fact that this capacity is referred to as 528MB by drive manufacturers, who consider a megabyte to be 1,000,000 bytes instead of the binary programming standard of 1,048,576 bytes.

The 528MB barrier was the most infamous of all the hard disk capacity restrictions and primarily affected PCs with BIOSes created before mid-1994. It arose because of the restriction of the number of addressable cylinders to 1,024. It's removal - which led to the "E" (for Enhanced) being added to the IDE specification - by abandoning the cylinders, heads and sectors (CHS) addressing technique in favour of logical block addressing, or LBA. This is also referred to as the BIOS Int13h extensions. With this system the BIOS translates the cylinder, head and sector (CHS) information into a 28-bit logical block address, allowing operating systems and applications to access much larger drives.

Unfortunately, the designers of the system BIOS and the ATA interface did not set up the total bytes used for addressing in the same manner, nor did they define the same number of bytes for the cylinder, head, and sector addressing. The differences in the CHS configurations required that there be a translation of the address when data was sent from the system (using the system BIOS) and the ATA interface. The result was that the introduction of LBA did not immediately solve the problem of the 528MB barrier and also gave rise to a further restriction at 8.4GB.

The 8.4GB barrier involved the total addressing space that was defined for the system BIOS. Prior to 1997 most PC systems were limited to accessing drives with a capacity of 8.4GB or less. The reason for this was that although the ATA interface used 28-bit addressing which supported drive capacities up to 2**28 x 512 bytes or 137GB, the BIOS Int13h standard imposed a restriction of 24-bit addressing, thereby limiting access to a maximum of only 2**24 x 512 bytes or 8.4GB.

The solution to the 8.4GB barrier was an enhancement of the Int13h standard by what is referred to as Int13h extensions. This allows for a quad-word or 64 bits of addressing, which is equal to 2**64 x 512 bytes or 9.4 x 10**21 bytes. That is 9.4 Tera Gigabytes or over a trillion times as large as an 8.4GB drive. It was not until after mid-1998 that systems were being built that properly supported the BIOS Int13h extensions.

By the beginning of the new millennium, and much to the embarrassment of the drive and BIOS manufacturers, the 137GB limit imposed by the ATA interface's 28-bit addressing was itself beginning to look rather restrictive. However - better late than never - it appears as though the standards bodies may have finally learnt from their previous mistakes. The next version of the EIDE protocol (ATA-6) - being reviewed by the ANSI committee in the autumn of 2001 - allows for 48 bits of address space, giving a maximum addressable limit of 144PB (Petabytes). That's 100,000 times higher than the current barrier and, on previous form, sufficient for the next 20 years at least!.

MR technology
In 1991, IBM's work on AMR technology led to the development of MR (magnetoresistive) heads capable of the areal densities required to sustain the disk drive industry's continued growth in capacity and performance. These circumvented the fundamental limitation of TFI heads - fact that their recording had alternately to perform conflicting task writing data on as well retrieving previously-written by adopting a design which read write elements were separate, allowing each be optimised for its specific function.

In an MR head, the write element is a conventional TFI head, while the read element is composed of a thin stripe of magnetic material. The stripe's resistance changes in the presence of a magnetic field, producing a strong signal with low noise amplification and permitting significant increases in areal densities. As the disk passes by the read element, the disk drive circuitry senses and decodes changes in electrical resistance caused by the reversing magnetic polarities. The MR read element's greater sensitivity provides a higher signal output per unit of recording track width on the disk surface. Not only does magnetoresistive technology permit more data to be placed on disks, but it also uses fewer components than other head technologies to achieve a given capacity point. 

The MR read element is smaller than the TFI write element. In fact, the MR read element can be made smaller than the data track so that if the head were slightly off-track or misaligned, it would still remain over the track and able to read the written data on the track. Its small element size also precludes the MR read element from picking up interference from outside the data track, which accounts for the MR head's desirable high signal-to-noise ratio.

Manufacturing MR heads can present difficulties. MR thin film elements are extremely sensitive to electrostatic discharge, which means special care and precautions must be taken when handling these heads. They are also sensitive to contamination and, because of the materials used in its design, subject to corrosion.

MR heads also introduced a new challenge not present with TFI heads: thermal asperities, the instantaneous temperature rise that causes the data signal to spike and momentarily disrupt the recovery of data from the drive. Thermal asperities are transient electrical events, usually associated with a particle, and normally do not result in mechanical damage to the head. Although they can lead to misreading data in a large portion of a sector, new design features can detect these events. A thermal asperity detector determines when the read input signal exceeds a predetermined threshold, discounts that data value and signals the controller to re-read the sector.

The various improvements offered by MR technology amount to an ability to read from areal densities about four times denser than TFI heads at higher flying heights. In practice this means that the technology is capable of supporting areal densities of at least 3 Gbits/in2. The technology's sensitivity limitations stem from the fact that the degree of change in resistance in an MR head's magnetic film is itself limited. It wasn't long before a logical progression from MR technology was under development, in the shape of Giant Magneto-Resistive (GMR) technology.

GMR technology
Giant Magneto-Resistive (GMR) head technology builds on existing read/write technology found in TFI and anisotropic MR, producing heads that exhibit a higher sensitivity to changing magnetisation on the disc and work on spin-dependent electron scattering. The technology is capable of providing the unprecedented data densities and transfer rates necessary to keep up with the advances in processor clock speeds, combining quantum mechanics and precision manufacturing to give areal densities that are expected to reach 10Gbits/in2 and 40Gbits/in2 by the years 2001 and 2004 respectively. 

[image: image70.png]VGA
§40x480

XGA - 1024x768

x15

Conventional

Anti-
aliased




In MR material, e.g. nickel-iron alloys, conduction electrons move less freely (more frequent collisions with atoms) when their direction of movement is parallel to the magnetic orientation in the material. This is the "MR effect", discovered in 1988. When electrons move less freely in a material, the material's resistance is higher. GMR sensors exploit the quantum nature of electrons, which have two spin directions-spin up and spin down. Conduction electrons with spin direction parallel to a film's magnetic orientation move freely, producing low electrical resistance. Conversely, the movement of electrons of opposite spin direction is hampered by more frequent collisions with atoms in the film, producing higher resistance. IBM has developed structures, identified as spin valves, in which one magnetic film is pinned. This means its magnetic orientation is fixed. The second magnetic film, or sensor film, has a free, variable magnetic orientation. These films are very thin and very close together, allowing electrons of either spin direction to move back and forth between these films. Changes in the magnetic field originating from the disk cause a rotation of the sensor film's magnetic orientation, which in turn, increases or decreases resistance of the entire structure. Low resistance occurs when the sensor and pinned films are magnetically oriented in the same direction, since electrons with parallel spin direction move freely in both films. 

Higher resistance occurs when the magnetic orientations of the sensor and pinned films oppose each other, because the movement of electrons of either spin direction is hampered by one or the other of these magnetic films. GMR sensors can operate at significantly higher areal densities than MR sensors, because their percent change in resistance is greater, making them more sensitive to magnetic fields from the disk. 

Current GMR hard disks have storage densities of 4.1Gbit/in2, although experimental GMR heads are already working at densities of 10Gbit/in2. These heads have a sensor thickness of 0.04 microns, and IBM claims that halving the sensor thickness to 0.02 microns - with new sensor designs - will allow possible densities of 40Gbit/in2. The advantage of higher recording densities is that disks can be reduced in physical size and power consumption, which in turn increases data transfer rates. With smaller disks for a given capacity, combined with lighter read/write heads, the spindle speed can be increased further and the mechanical delays caused by necessary head movement can be minimised.
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IBM has been manufacturing merged read/write heads which implement GMR technology since 1992. These comprise a thin film inductive write element and a read element. The read element consists of an MR or GMR sensor between two magnetic shields. The magnetic shields greatly reduce unwanted magnetic fields coming from the disk; the MR or GMR sensor essentially "sees" only the magnetic field from the recorded data bit to be read. In a merged head the second magnetic shield also functions as one pole of the inductive write head. The advantage of separate read and write elements is both elements can be individually optimised. A merged head has additional advantages. This head is less expensive to produce, because it requires fewer process steps; and, it performs better in a drive, because the distance between the read and write elements is less.
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Last Updated - 27Mar03
When Sony and Philips invented the Compact Disc (CD) in the early 1980s, even they couldn't ever have imagined what a versatile carrier of information it would become. Launched in 1982, the audio CD's durability, random access features and audio quality made it incredibly successful, capturing the majority of the market within a few years. CD-ROM followed in 1984, but it took a few years longer to gain the widespread acceptance enjoyed by the audio CD. This consumer reluctance was mainly due to a lack of compelling content during the first few years that the technology was available. However, there are now countless games, software applications, encyclopaedias, presentations and other multimedia programs available on CD-ROM and what was originally designed to carry 74 minutes of high-quality digital audio can now hold up to 650MB of computer data, 100 publishable photographic scans, or even 74 minutes of VHS-quality full-motion video and audio. Many discs offer a combination of all three, along with other information besides.

Today's mass produced CD-ROM drives are faster and cheaper than they've ever been. Consequently, not only is a vast range of software now routinely delivered on CD-ROM, but many programs (databases, multimedia titles, games and movies, for example) are also run directly from CD-ROM - often over a network. The CD-ROM market now embraces internal, external and portable drives, caddy- and tray-loading mechanisms, single-disc and multichanger units, SCSI and EIDE interfaces, and a plethora of standards.

In order to understand what discs do what and which machine will read what, it is necessary to identify clearly the different formats. The information describing a CD standard is written on pages bound between the coloured covers of a book. A given standard is known by the colour of its cover. All CD-ROM drives are Yellow Book- and Red Book-compatible, along with boasting built-in digital-to-analogue converters (DACs) which enable you to listen to Red Book audio discs directly through headphone or line audio sockets.

Red Book
The Red Book is the most widespread CD standard and describes the physical properties of the compact disc and the digital audio encoding. It comprises: 

· Audio specification for 16-bit PCM 

· Disc specification, including physical parameters 

· Optical stylus and parameters 

· Deviations and block error rate 

· Modulation system and error correction 

· Control and display system (i.e. subcode channels). 

Every single piece of music ever recorded on CD conforms to the Red Book standard. It basically allows for 74 minutes of audio per disc and for that information to be split up into tracks. A more recent addition to the Red Book describes the CD Graphics option using the subcode channels R to W. This describes the various applications of these subcode channels including graphics and MIDI.

Yellow Book
The Yellow Book was written in 1984 to describe the extension of CD to store computer data, i.e. CD-ROM (Read Only Memory). This specification comprises the following: 

· Disc specification which is a copy of part of the Red Book 

· Optical stylus parameters (from Red Book) 

· Modulation and error correction (from Red Book) 

· Control & display system (from Red Book) 

· Digital data structure, which describes the sector structure and the ECC and EDC for a CD-ROM disc. 

CD-ROM XA
As a separate extension to the Yellow Book, the CD-ROM XA specification comprises the following: 

· Disc format including Q channel and sector structure using Mode 2 sectors 

· Data retrieval structure based on ISO 9660 including file interleaving which is not available for Mode 1 data 

· Audio encoding using ADPCM levels B and C 

· Video image encoding (i.e. stills) 

The only CD-ROM XA formats currently in use are CD-I Bridge formats Photo CD and VideoCD plus Sony's Playstation.

Green Book
The Green Book describes the CD-interactive (CD-i) disc, player and operating system and contains the following: 

· CD-I disc format (track layout, sector structure) 

· Data retrieval structure which is based on ISO 9660 

· Audio data using ADPCM levels A, B and C 

· Real-time still video image coding, decoder and visual effects 

· Compact Disc Real Time Operating System (CD-RTOS) 

· Base case (minimum) system specification 

· Full motion extension (the MPEG cartridge and the software). 

CD-i is capable of storing 19 hours of audio, 7,500 still images and 72 minutes of full screen/full motion video (MPEG) in a standard CD format. After a spell of interest in the early 1990s, CD-i is now more or less defunct.

Orange Book
The Orange Book defines CD-Recordable discs with multisession capability. Part I defines CD-MO (Magneto Optical) rewritable discs; Part II defines CD-WO (Write Once) discs; Part III defines CD-RW (Rewritable) discs. All three parts contain the following sections : 

· Disc specification for unrecorded and recorded discs 

· Pre-groove modulation 

· Data organisation including linking 

· MultiSession and hybrid discs 

· Recommendations for measurement of reflectivity, power control etc. 

White Book
The White Book, finalised in 1993, defines the VideoCD specification and comprises: 

· Disc format including use of tracks, VideoCD information area, segment play item area, audio/video tracks and CD-DA tracks 

· Data Retrieval Structure, compatible with ISO 9660 

· MPEG audio/video track encoding 

· Segment play item encoding for video sequences, video stills and CD-DA tracks 

· Play sequence descriptors for pre-programmed sequences 

· User data fields for scan data (enabling fast forward/reverse) and closed captions 

· Examples of play sequences and playback control. 

With up to 70 minutes of full-motion video storable in specifically encoded MPEG-1 compressed form. White Book is also known as Digital Video (DV). A VideoCD disc contains one data track recorded in CD-ROM XA Mode 2 Form 2. It is always the first track on the disc (Track 1). The ISO 9660 file structure and a CD-i application program are recorded in this track, as well as the VideoCD Information Area which gives general information about the VideoCD disc. After the data track, video is written in one or more subsequent tracks within the same session. These tracks are also recorded in Mode 2 Form 2. The session is closed after all tracks have been written. 

Blue Book
The Blue Book defines the Enhanced Music CD specification for multisession pressed disc (i.e. not recordable) comprising audio and data sessions. These discs are intended to be played on any CD audio player, on PCs and on future custom designed players. The Blue Book comprises: 

· Disc specification and data format including the two sessions (audio and data) 

· Directory structure (to ISO 9660) including the directories for CD Extra information, pictures and data. It also defines the format of the CD Plus information files, picture file formats and other codes and file formats 

· MPEG still picture data format. 

Otherwise known as CD-Extra or CD-Plus, Blue Book CDs contain a mix of data and audio, recorded in separate sessions to prevent data tracks being played on and possibly damaging home hi-fis.

Purple Book
The informal name for specification produced by Philips and Sony in 2000 to describe their double-density compact disk (DDCD) format, which increases the storage capacity of the disc to 1.3GB through means such as increasing its number of tracks and pits. Purple Book-defined products were released in recordable and rewritable - rather than read-only - formats, and require special CD-RW drives to handle them. 

CD-I Bridge
CD-I Bridge is a Philips/Sony specification, for discs intended to play on CD-i players and other platforms such as the PC. It comprises: 

· Disc format defining CD-I Bridge discs as conforming to the CD-ROM XA specification 

· Data retrieval structure as per ISO 9660. A CD-i application program is mandatory and stored in the CDI directory 

· Audio data coding which includes ADPCM and MPEG 

· Video data coding for compatibility with CD-i and CD-ROM XA 

· Multisession disc structure including sector addressing and volume space 

· CD-i related data since all CD-i players must be able to read CD-i Bridge data. 

Confusion reigned temporarily when Philips put MPEG-1 video on Green Book discs, which could only be played on CD-i machines. However, all new MPEG-1 film titles conform to the White Book standard for Video CDs, which may be read on any White Book-compatible machine including CD-i and suitable CD-ROM drives. The video and sound are compressed together using the MPEG 1 standard, and recorded onto a CD Bridge disc. 

Photo CD
Photo CD has been specified by Kodak and Philips based on the CD-i Bridge specification. It comprises the following: 

· General Disc format including example of program area layout, index table, volume descriptor, data area, subcode Q-channel skew, CD-DA clips and microcontroller readable sectors 

· Data retrieval structures including directory structure, the INFO.PCD file and microcontroller readable sectors system 

· Image data coding including a description of image coding and image packs 

· ADPCM files for simultaneous playback of audio and images. 

File systems
The Yellow Book does not actually specify how data is to be stored on, or retrieved from, CD-ROM. Over the years a number of such file systems have been developed for the CD-ROM's various operating system platforms. The most common of these is ISO 9660, the international standard version of the High Sierra Group file system:

· Level 1 ISO 9660 defines names in the 8+3 convention so familiar to MS-DOS of yesteryear: eight characters for the filename, a full-stop or period, and then three characters for the file type, all in upper case. The allowed characters are A-Z, 0-9, ".", and "_".Level 1 ISO 9660 requires that files occupy a contiguous range of sectors. This allows a file to be specified with a start block and a count. The maximum directory depth is 8. 

· Level 2 ISO 9660 allows far more flexibility in filenames, but isn't usable on some systems, notably MS-DOS. 

· Level 3 ISO-9660 allows non-contiguous files, useful if the file was written in multiple packets with packet-writing software. 

There have been a number of extensions to the ISO 9660 CD-ROM file format, the most important of which are:

· Microsoft's Joliet specification, designed to resolve a number of deficiencies in the original ISO 9660 Level 1 file system, and in particular to support the long file names used in Windows 95 and subsequent versions of Windows. 

· the Rock Ridge Interchange Protocol (RRIP), which specifies an extension to the ISO 9660 standard which enables the recording of sufficient information to support POSIX File System semantics. 

The scope of ISO 9660 is limited to the provision of CD-ROM read-only interoperability between different computer systems. Subsequently, the UDF format was created to provide read-write interoperability for the recordable and rewritable CD formats - CD-R and CD-RW respectively.
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Normal music CDs and CD-ROMs are made from pre-pressed discs and encased in plastic. The actual data is stored through pits, or tiny indentations, on the silver surface of the internal disc. To read the disc, the drive shines a laser onto the CD-ROM's surface, and by interpreting the way in which the laser light is reflected from the disc it can tell whether the area under the laser is indented or not.

Thanks to sophisticated laser focusing and error detection routines, this process is pretty much ideal. However, there's no way the laser can change the indentations of the silver disc, which in turn means there's no way of writing new data to the disc once its been created. Thus, the technological developments to enable CD-ROMs to be written or rewritten to have necessitated changes to the disc media as well as to the read/write mechanisms in the associated CD-R and CD-RW drives.

At the start of 1997 it appeared likely that CD-R and CD-RW drives would be superseded by DVD technology almost before they had got off the ground. In the event, during that year DVD Forum members turned on each other triggering a DVD standards war and delaying product shipment. Consequently, the writable and rewritable CD formats were given a new lease of life.

For professional users, developers, small businesses, presenters, multimedia designers and home recording artists the recordable CD formats offer a range of powerful storage applications. Their big advantage over alternative removable storage technologies such as MO, LIMDOW and PD is that of CD media compatibility; CD-R and CD-RW drives can read nearly all the existing flavours of CD-ROMs and discs made by CD-R and CD-RW devices can be read on both (MultiRead-capable) CD-ROM drives and current and all future generations of DVD-ROM drive. A further advantage, itself a consequence of their wide compatibility, is the low cost of media; CD-RW media is cheap and CD-R media even cheaper. Their principal disadvantage is that there are limitations to their rewriteability; CD-R, of course, isn't rewritable at all and until recently CD-RW discs had to be reformatted to recover the space taken by "deleted" files when a disc becomes full, unlike the competing technologies which all offer true drag-and-drop functionality with no such limitation. Even now, however, CD-RW rewriteability is less than perfect, resulting in a reduction of a CD-RW disc's storage capacity

Formats
ISO 9660 is a data format designed by the International Standards Organisation in 1984. It's the accepted cross-platform protocol for filenames and directory structures. Filenames are restricted to uppercase letters, the digits "0" to "9" and the underscore character, "_". Nothing else is allowed. Directory names can be a maximum of only eight characters (with no extension) and can only be eight sub-directories deep. The standard can be ignored under Windows 95 - but older CD-ROM drives may not be able to handle the resulting "non-standard" discs. 

Every CD has a table of contents (TOC) which carries track information. Orange Book solves the problems of writing CDs, where subsequent recording sessions on the same disc require their own update TOC. Part of the appeal of Kodak's Photo-CD format is that its not necessary to fill the disc with images on the first go: more images can be added at later until the disc is full. The information on a Photo-CD is Yellow Book CD-ROM format and consequently readable on any "multi-session compatible" drive.
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However, the ISO 9660 file format used by CD and CD-R discs and the original disc or session-at-a-time standards didn't lend themselves to adding data in small increments. Writing multiple sessions to a disc results in about 13Mb of disc space being wasted for every session, and the original standard limits the number of tracks that can be put on a disc to 99. These limitations were subsequently addressed by the OSTA's (Optical Storage Technology Association) ISO 13346 Universal Disc Format (UDF) standard. This operating-system independent standard for storing data on optical media, including CD-R, CD-RW and DVD devices, uses a redesigned directory structure which allows a drive to be written to efficiently a file (or "packet") at a time.

CDs measure 12cm in diameter with a 15mm diameter centre hole. The audio or computer data is stored from radius 25mm (after the lead-in) to radius 58mm maximum where the lead-out starts. The Orange Book CD-R standard basically splits the CD into two areas: the System Use Area (SUA) and the Information Area. While the latter is a general storage space, the SUA acts much like the boot sector of a hard disk, taking up the first 4mm of the CD's surface. It tells the reader device what kind of information to expect and what format the data will be in, and is itself divided into two parts: the Power Calibration Area (PCA) and the Program Memory Area (PMA):

· On every disc, the PCA acts as a testing ground for a CD-recorder's laser. Every time a disc is inserted into a CD-R drive, the laser is fired at the surface of the PCA to judge the optimum power setting for burning the CD. Various things can influence this optimum setting - the recording speed, humidity, ambient temperature and the type of disc being used. Every time a disc is calibrated, a bit is set to "1" in a counting area, and only a maximum of 99 calibrations are allowed per disc. 

· Meanwhile, in the PMA, data is stored to record up to 99 track numbers and their start and stop times (for music), or sector addresses for the start of data files on a data CD. 

The Information Area, the area of the disc which contains data, is divided into three areas:

· The Lead-in contains digital silence in the main channel plus the Table of Contents (TOC) in the subcode Q-channel. It allows the laser pickup head to follow the pits and synchronise to the audio or computer data before the start of the program area. The length of the lead-in is determined by the need to store the Table of Contents for up to 99 tracks. 

· The Program Area contains up to about 76 minutes of data divided into 99 tracks maximum. The actual bits and bytes on a CD are not stored as might be expected. On traditional media, eight bits form a byte, which in turn forms the standard unit of data. On a CD, a mathematical process called Eight To Fourteen Modulation (EFM) encodes each 8-bit symbol as 14 bits plus 3 merging bits. The EFM data is then used to define the pits on the disc. The merging bits ensure that pit and land lengths are not less than 3 and no more than 11 channel bits, thereby reducing the effect of jitter and other distortions. This is just the first step in a complex procedure involving error correction, merge bits, frames, sectors and logical segments which converts the peaks and troughs on the CD into machine-readable data. 

· The Lead-out, containing digital silence or zero data. This defines the end of the CD program area. 

In addition to the main data channel, a CD disc has 8 subcode channels, designated "P" to "W", interleaved with the main channel and available for use by CD audio and CD-ROM players. When the CD was first developed, the subcode was included as a means of placing control data on the disc, with use of the main channel being restricted to audio or CD-ROM data; the P-channel indicates the start and end of each track, the Q-channel contains the timecodes (minutes, seconds and frames), the TOC (in the lead-in), track type and catalogue number; and channels R to W are generally used for CD graphics. As the technology has evolved, the main channel has in fact been used for a number of other data types and the new DVD specification omits the CD subcode channels entirely.

CD-R
Write Once/Read Many storage (WORM) has been around since the late 1980s, and is a type of optical drive that can be written to and read from. When data is written to a WORM drive, physical marks are made on the media surface by a low-powered laser and since these marks are permanent, they cannot be erased, hence write once.
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The characteristics of a recordable CD were specified in the Orange Book II standard in 1990 and Philips was first to market with a CD-R product in mid-1993. It uses the same technology as WORM, changing the reflectivity of the organic dye layer which replaces the sheet of reflective aluminium in a normal CD disc. In its early days, cyanine dye and its metal-stabilised derivatives were the de facto standard for CD-R media. Indeed, the Orange Book, Part II, referred to the recording characteristics of cyanine-based dyes in establishing CD-Recordable standards. Phthalocyanine dye is a newer dye that appears to be less sensitive to degradation from ordinary light such as ultraviolet (UV), fluorescence and sunshine. Azo dye has been used in other optical recording media and is now also being used in CD-R. These dyes are photosensitive organic compounds, similar to those used in making photographs. The media manufacturers use these different dyes in combination with dye thickness, reflectivity thickness and material and groove structure to fine tune their recording characteristics for a wide range of recording speeds, recording power and media longevity. To recreate some of the properties of the aluminium used in standard CDs and to protect the dye, a microscopic reflective layer - either a proprietary silvery alloy or 24-carat gold - is coated over the dye. The use of noble metal reflectors eliminates the risk of corrosion and oxidation. The CD-R media manufacturers have performed extensive media longevity studies using industry defined tests and mathematical modelling techniques, with results claiming longevity from 70 years to over 200 years. Typically, however, they will claim an estimated shelf life of between 5 and 10 years.

The colour of the CD-R disc is related to the colour of the specific dye that was used in the recording layer. This base dye colour is modified when the reflective coating (gold or silver) is added. Some of the dye-reflective coating combinations appear green, some appear blue and others appear yellow. For example, gold/green discs combine a gold reflective layer with a cyan-coloured dye, resulting in a gold appearance on the label side and a green appearance on the writing side. Taiyo Yuden produced the original cyanine dye-based gold/green CDs, which were used during the development of the Orange Book standard. Mitsui Toatsu Chemicals invented the process for gold/gold CDs. Silver/blue CD-Rs, manufactured with a process patented by Verbatim, first became widely available in 1996. Ricoh's silver/silver "Platinum" discs, based on "advanced phthalocyanine dye", appeared on the market in mid-1998. 

The disc has a spiral track which is preformed during manufacture, onto which data is written during the recording process. This ensures that the recorder follows the same spiral pattern as a conventional CD, and has the same width of 0.6 microns and pitch of 1.6 microns as a conventional disc. Discs are written from the inside of the disc outward. The spiral track makes 22,188 revolutions around the CD, with roughly 600 track revolutions per millimetre.

Instead of mechanically pressing a CD with indentations, a CD-R writes data to a disc by using it's laser to physically burn pits into the organic dye. When heated beyond a critical temperature, the area "burned" becomes opaque (or absorptive) through a chemical reaction to the heat and subsequently reflects less light than areas that have not been heated by the laser. This system is designed to mimic the way light reflects cleanly off a "land" on a normal CD, but is scattered by a "pit", so a CD-R disc's data is represented by burned and non-burned areas, in a similar manner to how data on a normal CD is represented by its pits and lands. Consequently, a CD-R disc can generally be used in a normal CD player as if it were a normal CD.

However, CD-R is not strictly WORM. Whilst, like WORM, it is not possible to erase data - once a location on the CD-R disc has been written to, the colour change is permanent - CD-R allows multiple write sessions to different areas of the disc. The only problem here is that only multi-session compatible CD-ROM drives can read subsequent sessions; anything recorded after the first session will be invisible to older drives. 

CD-Recorders have seen a dramatic drop in price and rise in specification since the mid-1990s. By mid-1998 drives were capable of writing at quad-speed and reading at twelve-speed (denoted as "4X/12X") and were bundled with much improved CD mastering software. By the end of 1999 CD-R drive performance had doubled to 8X/24X, by which time the trend was away from pure CD-R drives and towards their more versatile CD-RW counterparts. The faster the writing speed the more susceptible a CD-R writer is to buffer underruns - the most serious of all CD recording errors. To reduce the chances of underruns CD writers are generally fitted with caches which can range from between 256KB to 2MB in size. Faster devices also allow the write process to be slowed down to two-speed or even single speed. This is particularly useful in avoiding underruns when copying poor quality CD-ROMs.

By the end of the 1990s the cost of a CD-R drive had fallen sufficiently for CD-R to became viable as a mainstream storage or back-up device. Indeed, it offered a number of advantages over alternative technologies.

Originally, CD-Rs came in 63- or 74-minute formats holding up to 550MB or 650MB of data respectively. Even in their early days they represented a cheap bulk storage medium, at around 1p per megabyte. The ubiquity of CD-ROM drives made them an excellent medium for transferring large files between PCs. Unlike tape, CD-R is a random-access device, which makes it fast to get at archive material and discs are also more durable than tape cartridges and can't be wiped by coming into contact with, say a magnetic field. Finally, just about any form of data can be stored on a CD-ROM, it being possible to mix video, Photo-CD images, graphics, sound and conventional data on a single disc.

The CD-R format has not been free of compatibility issues however. Unlike ordinary CDs, the reflective surface of a CD-R (CD-Recordable) is made to exactly match the 780nm laser of an ordinary CD-ROM drive. Put a CD-R in a first generation DVD-ROM drive and it won't reflect enough 650nm light for the drive to read the data. Subsequent, dual-wavelength head devices solved this problem. Also, some CD-ROM drives' lasers, especially older ones, may not be calibrated to read recordable CDs.

However, CD-R's real disadvantage is that the writing process is permanent. The media can't be erased and written to again. Only by leaving a session "open" - that is, not recording on the entire CD and running the risk of it not playing on all players - can data be incrementally added to a disc. This, of course, is not the most ideal of backup solutions and wastes resources. Consequently, after months of research and development, Philips and Sony announced another standard of CD: the CD-Rewritable (CD-RW).

CD-RW
Just as CD-R appeared to be on the verge of becoming a consumer product, the launch of CD-Rewritable CD-ROM, or CD-RW, in mid-1997 posed a serious threat to its future and provided further competition to the various superfloppy alternatives.

The result of a collaboration between Hewlett-Packard, Mitsubishi Chemical Corporation, Philips, Ricoh and Sony, CD-RW allows a user to record over old redundant data or to delete individual files. Known as Orange Book III, CD-RW's specifications ensure compatibility within the family of CD products, as well as forward compatibility with DVD-ROM.
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The technology behind CD-RW is optical phase-change, which in its own right is nothing radical. However, the technology used in CD-Rewritable does not incorporate any magnetic field like the phase-change technology used with MO technology. The media themselves are generally distinguishable from CD-R discs by their metallic grey colour and have the same basic structure as a CD-R disc but with significant detail differences. A CD-RW disc's phase-change medium consists of a polycarbonate substrate, moulded with a spiral groove for servo guidance, absolute time information and other data, on to which a stack (usually five layers) is deposited. The recording layer is sandwiched between dielectric layers that draw excess heat from the phase-change layer during the writing process. In place of the CD-R disc's dye-based recording layer, CD-RW commonly uses a crystalline compound made up of a mix of silver, indium, antimony and tellurium. This rather exotic mix has a very special property: when it's heated to one temperature and cooled it becomes crystalline, but if it's heated to a higher temperature, when it cools down again it becomes amorphous. The crystalline areas allow the metalised layer to reflect the laser better while the non-crystalline portion absorbs the laser beam, so it is not reflected. 

In order to achieve these effects in the recording layer, the CD-Rewritable recorder use three different laser powers:

· the highest laser power, which is called "Write Power", creates a non-crystalline (absorptive) state on the recording layer 

· the middle power, also known as "Erase Power", melts the recording layer and converts it to a reflective crystalline state 

· the lowest power, which is "Read Power", does not alter the state of the recording layer, so it can be used for reading the data. 

During writing, a focused "Write Power" laser beam selectively heats areas of the phase-change material above the melting temperature (500-700 oC), so all the atoms in this area can move rapidly in the liquid state. Then, if cooled sufficiently quickly, the random liquid state is "frozen-in" and the so-called amorphous state is obtained. The amorphous version of the material shrinks, leaving a pit where the laser dot was written, resulting in a recognisable CD surface. When an "Erase Power" laser beam heats the phase-change layer to below the melting temperature but above the crystallisation temperature (200 oC) for a sufficient time (at least longer than the minimum crystallisation time), the atoms revert back to an ordered state (i.e. the crystalline state). Writing takes place in a single pass of the focused laser beam; this is sometimes referred to as "direct overwriting" and the process can be repeated several thousand times per disc.

Once the data has been burned the amorphous areas reflect less light, enabling a "Read Power" laser beam to detect the difference between the lands and the pits on the disk. One compromise here is that the disc reflects less light than CD-ROMs or CD-Rs and consequently CD-RW discs can only be read on CD players that support the new MultiRead specification. Even DVD-ROM drives, which themselves use the UDF file format, need a dual-wavelength head to read CD-RW. 

CD-RW drives are dual-function, offering both CD-R and CD-RW recording, so the user can choose which recordable media is going to be the best for a particular job. By mid-1998 devices were capable of reading at 6-speed, writing both CD-R and CD-RW media at 4-speed. By the end of that year read performance had been increased to 16-speed - a level of performance at which the need for a dedicated, fast CD-ROM drive for everyday access to disc-based data was debatable. By late 2000 the best drives were capable of writing CD-RW/CD-R media and of reading CD-ROMs at 10/12/32-speed. Six months later the top performing drives were rated at 10/24/40.

Although UDF allows users to drag and drop files to discs, CD-RW isn't quite as easy to use as a hard disk. Initially limitations in the UDF standard and associated driver software meant that when data was deleted from a CD-RW, those areas of the disc were merely marked for deletion and were not immediately accessible. A disc could be used until all its capacity was used, but then the entire disc had to be erased to reclaim its storage space using a "sequential erase" function. In hardware terms erasing a disk is accomplished by heating up the surface to a lower temperature, but for a longer time, which returns it to the crystalline state.

Evolution of the UDF standard and developments in associated driver software have improved things considerably, making CD-RW behave more like, but still not quite in identical fashion to, hard drives or floppy disks. 

Mini media
8cm CD recordable and rewritable media - offering a capacity of 185MB - have been available for a number of years. Most tray-loading CD players are already designed to handle 8cm disks, via a recess in the tray that is exactly the right diameter to accommodate a "mini CD". Slot-loading CD drives - such as in-car players - some carousel multi-changers and laptop PC drives require use of a simple adapter to use the miniature format. Only PCs with vertical CD-ROM drives are unable to handle the format.

By 2000 the format was being used as a convenient means of storing digital music and images in some MP3 players and digital cameras, respectively. So confident were Nikon that the format would eventually replace the floppy disk that the company announced, in late 2000, that it had developed a process to produce media with an increased capacity of 300MB, whilst retaining record/replay compatibility with existing CD drives.
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The mini CD format is also available in the so called "business card CD" variant. These are conventional CD-R media, re-fashioned so as to resemble business cards. This is achieved either by cutting off two sides of the disc only, or by trimming all four sides so as to create a truly rectangular shape. Their capacity varies from 20 to 60MB depending of how much of the disc has been cut off. The format is marketed as an affordable alternative to printed product brochures, more easily distributed and capable of presenting promotional material in a multimedia fashion, exploiting audio and video as well as text and images. Sometimes referred to as a Personal Compact Disk (PCD), it is can also be used as a means to provide secure access to private on-line membership or e-commerce services. 

Digital audio media
"Digital Audio for Consumers" is a term used in connection with CD recorders that form a part of a home audio stereo system, connecting to amplifiers, tuners, cassette decks, CD players and the like through standard RCA jacks. Whilst their appearance is similar to any other hi-fi component, their function has more in common with that of a PC CD-R drive - the recording of audio onto CD recordable or rewritable media.

For this they use specifically designed audio-only CD media. Fundamentally these are no different from conventional recordable/rewritable CD media. However, between them the audio-only CD recorder and media implement a copy protection scheme known as SCMS, designed to limit unauthorised copies of "intellectual property" - music owned by recording companies or musicians.

Basically the aim of SCMS is to allow consumers to make a copy of an original, but not a copy of a copy. It achieves this by using a single bit to encode whether or not the material is protected, and whether or not the disc is an original. For originals which are subject to copyright protection, the copy bit is continuously "on", for originals that contain unprotected material the copy bit is continuously "off" and for an original which has itself been copied from a copyright-protected original, the copy bit is toggled every 5 frames between "on" and "off".

Originally the cost of audio-only media was significantly more than conventional media. Whilst the differential is no longer as great as it was, it will always exist as a consequence of licensing agreements under which the disc manufacturer pays a royalty the recording industry for each disc sold on the assumption that everything recorded to this type of media is pirated copyrighted material. 

Professional versions of audio-only CD recorders, capable of using both audio-only and conventional media - and thereby of by-passing SCMS - are also available. These units offer a wider set of features and input/output connectors than their consumer counterparts and are a lot more expensive.

It is also important to note that the expression of CD-R/CD-RW disc capacity in terms of minutes rather than megabytes does not imply that the media are audio-only. Some manufacturers simply choose to express capacity as 74/80 minutes as an alternative to 650/700MB. 

Double density media
The idea of a double density writable and rewritable CD media is not new. In the early 1990s a number of companies experimented with extending the White Book and Red Book standards to store large amounts of video. However, these technologies were quickly dismissed because of standards issues. When the DVD format was subsequently accepted it appeared that the prospect of high density CDs had disappeared.

Not so. With the battle between the competing DVD standards still unresolved by the start of the new millennium, a number of drive manufacturers revisited the idea of trying to extend the life of the CD. Sony - one of the co-inventors of the CD in the early 1980s - was one of these, and in mid-2000 the company announced the "Purple Book" standard, and its plans to adapt the ISO 9660 format to double the density of a standard CD, to 1.3GB. It's important to note that the new format is designed to store data only; there are no plans for a 140+ minute Red Book audio CD standard.

The new standard achieves the increase in capacity by means of a few simple modifications to the conventional CD format. The physical track pitch was narrowed from 1.6 to 1.1 micron and the minimum pit length shortened from 0.833 to 0.623 micron. In addition, a parameter in the error-correction scheme (CIRC) has been changed - to produce a new type of error correction which Sony refers to as CIRC7 - and the address format (ATIP) has been expanded. The format will also include a copy control scheme to meet the increasing demands for secure content protection. 

Not only are the resulting double density media are much like existing CD-R and CD-RW media, but the drives that read them have not had to be changed much either. They use the same laser wavelength, but the scanning velocity has been slowed from 1.2 - 1.4ms to about 0.9ms to read the higher density discs.

Within a year of announcing the new format the first Sony product to handle the 1.3MB media - referred to as DD-R and DD-RW - had reached the market. Boasting an 8MB buffer memory for secure writing at high speeds, the Spressa CRX200E-A1 drive is capable of 12x (1,800KBps) recording for DD-R/CD-R, 8x (1,200KBps) re-writing of DD-RW/CD-RW media and a 32x (4,800KBps) reading speed. However, the new format is not without compatibility issues of its own. Whilst DD-R/DD-RW drives will be able to read and write CD-R and CD-RW discs, existing CD-ROM and CD-RW drives won't be able to play DD-R and DD-RW media. 

Universal Disc Format
The ISO 9660 standard, which has been applicable for CD-ROMs since their inception, has certain limitations which make it inappropriate for DVD, CD-RW and other new disc formats. The UDF ISO 13346 standard is designed to address these limitations. Specifically, packet writing isn't entirely compatible with the ISO 9660 logical file system since it needs to know exactly which files will be written during a session to generate the Path Tables and Primary Volume Descriptors, which point to the physical location of files on the disc. UDF allows files to be added to a CD-R or CD-RW disc incrementally, one file at a time, without significant wasted overhead, using a technique called packet writing. Under UDF, even when a file is overwritten, its virtual address remains the same. At the end of each packet-writing session, UDF writes a Virtual Allocation Table (VAT) to the disc that describes the physical locations of each file. Each newly created VAT includes data from the previous VAT, thereby letting UDF locate all the files that have ever written to the disc.

By mid-1998 two versions of UDF had evolved, with future versions planned. UDF 1.02 is the version used on DVD-ROM and DVD-Video discs. UDF 1.5 is a superset that adds support for CD-R and CD-RW. Windows 98 provides support for UDF 1.02. However, in the absence of operating system support for UDF 1.5, special UDF driver software is required to allow packet-writing to the recordable CD formats. Adaptec's DirectCD V2.0 was the first such software to support both packet-writing and the random erasing of individual files on CD-RW media. The DirectCD V2.0 software allows two kinds of packets can be written: fixed-length and variable-length. Fixed-length packets are more suitable for CD-RW in order to support random erase, because it would be daunting (and slow) to keep track of a large, constantly-changing file system if the packets were not written in fixed locations. 

The UDF 1.5 solution is far from ideal however. Quite apart from the difficulties caused by lack of operating system support, there are other issues. The major drawback is that the fixed-length packets (of 32KB as per the UDF standard), take up a great deal of overhead space on the disc. The available capacity of a CD-RW disc formatted for writing in fixed-length packets is reduced to about 550MB. In practice, however, the capacity of a UDF-formatted disc is reduced still further as a consequence of DirectCD's built-in features to increase the longevity of CD-RW media.

Any particular spot on a CD-RW disc can be erased and rewritten about 1000 times (soon to be improved to 10,000). After that, that particular spot becomes unusable. However, DirectCD is designed to avoid the same physical location being repeatedly written to and erased, using a technique called "sparing". This significantly extends the life of a disc, but at the cost of an overhead which reduces effective storage capacity. Even if a particular location on a CD-RW disc does get "burned out", DirectCD can mark it "unusable" and work around it (much the way bad sectors are managed on a hard disk). Consequently, it is highly unlikely that a CD-RW disc will become worn out.

In addition to these issues of reduced capacity, not all CD-R or CD-RW drives support packet writing and it is only MultiRead CD-ROM drives - and only OSTA-endorsed MultiRead drives at that - that can read packet-written discs. To do so requires use of Adaptec's free UDF Reader software - which enables many MultiRead CD-ROM drives to read discs written in UDF 1.5 format. It is important to note that this software is required in addition to DirectCD - which is itself relevant to CD recorders only.

MultiRead
The recorded tracks on a CD-RW disc are read in the same way as regular CD tracks: by detecting transitions between low and high reflectance, and measuring the length of the periods between the transitions. The only difference is that the reflectance is lower than for regular CDs. This does, however, mean that CD-RW discs cannot be read by many older CD-ROM drives or CD players.

To outline the solution to this problem, it is helpful to consider the original CD reflectance specifications: 70% minimum for lands, 28% maximum for pits, that were introduced to allow the relatively insensitive photodiodes of the early 1980s to read the signal pattern reliably. But with today's photodiodes able to detect much smaller reflectance differences, these stringent specifications are no longer necessary. 

The CD-RW disc has a reflectance of 15-25% for lands. The CD-Rewritable system, therefore, works at reflectances about one-third of those of the original CD specification. However, with modern photodiodes this presents no problem. All that is needed to reliably read the recorded pattern is extra amplification. The "MultiRead" specification drawn up by Philips and Hewlett Packard and approved by the Optical Storage Technology Association (OSTA) provides for the necessary adjustments, thus solving any compatibility issues. 

Moreover, the maximum and minimum reflectances of a CD-RW disc meet the CD specification requirements for a minimum modulation of 60%. Looking to the future, the CD-RW phase-change technology is significantly independent of the recording/read-out laser wavelength. CD-RW discs can be read out by the 650 nm lasers used in DVD systems as well as by the present 780 nm lasers used in other CD drives. Clearly, this creates additional options for drive manufacturers.

BURN-Proof technology
"Buffer underrun" is one of the biggest problems encountered in CD recording. This can happen when attempting to burn a CD whilst performing other tasks, or when recording from a "slow" source to a "fast" target. Once the burning process starts, it is essential that the data to be recorded is available for writing to the CD all the way to the end. Buffer underrun occurs when the computer system fails to sustain the datastream to the CD-writer for the duration of the recording process. The result is that the recording fails and the media becomes unusable and unrecoverable. To reduce the possibility of buffer underrun, all modern CD-writers have a built-in data buffer which stores the incoming data so that the CD-writer is one step removed from a potentially too slow data source. 

In the second half of 2000 CD-RW drives appeared using a drive level combination of hardware/firmware that made buffer underrun a thing of the past. Originated and patented by Sanyo, BURN-Proof technology (Buffer UndeRuN-Proof technology) works by constantly checking the status of the CD-writer's data buffer so that recording can be stopped at a specific location when an impending buffer-underrun condition is detected - typically when the buffer falls below a certain threshold of its maximum capacity - and resumed when the buffer has been sufficiently replenished after first repositioning the CD-writer's optical pickup to the appropriate sector.

Plextor uses Sanyo's technology in combination with its own "PoweRec" (Plextor Optimised Writing Error Reduction Control) methodology. With this, the recording process is periodically paused using BURN-Proof technology, to allow the write quality to be checked so as to determine whether or not it is good enough to allow the recording speed to be incrementally increased. Other drive manufactures either licence similar technology or have developed their own variants. Mitsumi and LG Electronics both use OAK Technology's "ExacLink" system, Yamaha do likewise but under the brand name "SafeBurn". Acer Communications refer to their technology as "Seamless Link" and Ricoh to theirs as "JustLink".

Disc capacities
CD-R's have a pre-formed spiral track, with each sector address hard-coded into the media itself. The capacity of the most widely available CD format is expressed either as 74 minutes or 650MB. Each second of playing time occupies 75 CD sectors, meaning a complete CD has a capacity of 74x60x75 = 333,000 sectors. The actual storage capacity of those 333,000 sectors depends on what's recorded on the CD, audio or data. This is because audio imposes less of an error correction overhead than data, the capacity of a sector being 2353 bytes for the former, compared with 2048 for the latter. Consequently, a 74-minute disc has a capacity of 783,216,000 bytes (746MB) for audio but only 681,984,000 bytes (650MB) for data.

In the late-1990s CD-R media began to emerge with more capacity than the 74-minute maximum allowed by the Red Book audio CD or Yellow Book CD-ROM standards. The additional capacity was achieved by reducing the track pitch and scanning velocity specification tolerances to a minimum. The margin of error between drive and media is reduced as a consequence which, in turn, leads to potential compatibility issues, especially with respect to older CD drives and players.

The first of these higher capacity formats had a play time of 80 minutes and 360,000 sectors instead of the usual 333,000. In terms of data capacity this meant 703MB compared with a standard 74-minute CD's 650MB. Not long into the new millennium even higher capacity CD media appeared in the shape of 90-minute and 99-minute formats, boasting capacities of around 791MB and 870MB respectively. It's interesting to note that since CD time stamps are encoded as a pair of binary-coded decimal digits, it won't be possible to push the capacity of a CD beyond 99 minutes!

It was easy to see the attraction of these high-capacity CD formats: 

· the confusion surrounding rewritable DVD and its various competing formats, was severely hampering the technology's adoption 

· CD-RW technology was by now ubiquitous, with even entry-level PCs being equipped with CD-RW drives 

· CD-R and CD-RW media was unbelievably cheap compared with its DVD counterparts 

· the huge popularity of the VCD and SVCD formats meant that CD capacity was never enough for many users in the far east and China. 

The fashion for "CD overburning" is a further manifestation of consumers' desire to extract as much as they possibly can from CD-RW technology.

Overburning
The Red Book standard for an audio CD specifies a capacity of at least 74 minutes plus a silent " lead-out" area of approximately 90 seconds, used to indicate the end of a disc. Overburning, also known as oversizing, is basically writing more audio or data to CD than its official capacity by utilising the area reserved for the lead-out and perhaps even a few blocks beyond that. The extent to which this is possible depends on the CD recorder, burning software and media used. Not all CD-RW drives or CD recording software allow overburning, and results will be better with some disc brands than with others.

Overburning requires support the Disc-At-Once mode of writing and for the CD-writer to be capable of ignoring capacity information encoded in the blank media's ATIP and use instead the information provided by the CD recording application. Many CD-Writers will reject a Cue Sheet that contains track information which claims a capacity greater than that specified by the blank media itself. Those capable of overburning will simply ignore the latter and attempt to burn a disc up to the end of its pre-formed spiral track.

Burn-speed is critical when recording data to the outermost edge of a CD and most CD-writers that are able to overburn a CD can do so only at a low burn speed. Whilst most CD recording applications have been updated to allow overburning, the extent to which they accommodate the practice varies. Some are capable of accurately computing the maximum capacity of a given disc in a recording simulation mode. With others it may be necessary to make a trial recording to establish precisely how much can be successfully written to the media.

However, since the CDs produced by overburning are, by definition, non-standard, there's no guarantee that they'll be readable by all CD drives or players. Moreover, users need to be aware that the practice can potentially result in damage to either CD media or the CD-writer itself.

Mount Rainier
Though ubiquitous not long into the new millennium, drag&drop writing of data to CD-RW media was still not supported at the operating system level, relying on special packet-writing applications based on the UDF file system. Discs that are written in this way are not automatically readable by other CD-RW drives or CD-ROM drives, but require a special UDF-reader driver. If the reliance on proprietary software and the issues of incompatibility weren't enough, new CD-RW discs need to be formatted before they can be written to; a time-consuming process especially for older CD-RW drives.

The purpose of the proposals made by the Mount Rainier group - led by industry leaders Compaq, Microsoft, Philips Electronics and Sony - was to address these shortcomings and make the use of CD-RW media comparable to that of a hard or floppy disk. Finalised in the spring of 2001, the principal means by which the Mount Rainier specification sought to achieve these objectives was by enabling operating system support for the dragging and dropping of data to CD-RW media and by eliminating formatting delays.

The Mount Rainier specification has a number of key elements: 

· Physical defect management by the drive: Most conventional CD-RW packet writing solutions use the defect management handling that comes as part of UDF 1.5. The problem with this is that it requires software to have knowledge of drive and media defect characteristics and capabilities. Mount Rainier-compliant drives support defect management at the hardware level, so that when an application attempts to write data to a "bad" sector, that sector can be "hidden" and an alternative sector used instead. 

· Logical write-addressing at 2K: Conventional CD-RW uses a block size 64KB. Mount Rainier defines support for 2K logical addressing as a mandatory requirement, thereby bringing CD-RW drives into line with other data storage systems, which are generally based on 2K or 4K addressability. 

· Background formatting: Mount Rainier eliminates both the delay and the need to use third party software associated with conventional CD-RW media formatting by performing this as a background task that's transparent to the user and that over within a minute. Also, media eject times have been brought into line with those of CD-ROM drives. 

Less than a year after its successful implementation in CD-RW systems, the DVD+RW Alliance announced the availability of the final Mount Rainier specification for its rewritable DVD format.

DiscT@2 technology
After several years in development, it was in the summer of 2002 that Yamaha Electronics introduced its innovative DiscT@2 technology. This allows a CD-RW drive's laser to tattoo graphics and text onto the unused outer portion of a CD-R disc, thereby providing a far more professional looking disc labelling system than possible by use of stick-on labels or felt-tip markers.
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In a normal recording, the recording application will supply a CD recorder with raw digital data, to which the recorder's hardware adds header and error correction information. This is then converted it to what is known as EFM patterns that represent the data to be written to disc. EFM produces pit and land lengths of between 3 and 11 channel bits. A combination of patterns - from "3T" to "11T" - is used for writing data to CD-R, with the result that the burned area of a disc is darker in appearance than the unused area.

DiscT@2 takes things a step further, going beyond the limitations imposed by normal EFM patterns. This allows for greater flexibility in the way the laser burns to CD-R, making possible the drawing of visible images.

At the time of its launch, Yamaha recorders featuring this new technology came with a version of Ahead Nero software designed to provide support for the DiscT@2 technology and to allow the tattooing of a disc to be performed immediately after completion of the data or audio recording process. The company's aim was for all other third-party CD recording software vendors to eventually support DiscT@2 technology through their CD recording applications.
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Last Updated - 1Dec03
After a lifespan of ten years, during which time the capacity of hard disks increased a hundred-fold, the CD-ROM finally got the facelift it required to take it into the next century when a standard for DVD, initially called digital video disc but eventually known as digital versatile disc, was finally agreed during 1996.

The movie companies immediately saw a big CD as a way of stimulating the video market, producing better quality sound and pictures on a disc that costs considerably less to produce than a VHS tape. Using MPEG-2 video compression, the same system that will be used for digital TV, satellite and cable transmissions, it is quite possible to fit a full-length movie onto one side of a DVD disc. The picture quality is as good as live TV and the DVD-Video disc can carry multi-channel digital sound.

For computer users, however, DVD means more than just movies, and whilst DVD-Video grabbed most of the early headlines, it was through the sale of DVD-ROM drives that the format made a bigger immediate impact in the marketplace. In the late-1990s computer-based DVD drives outsold home DVD-Video machines by a ratio of at least 5:1 and, thanks to the enthusiastic backing of the computer industry in general and the CD-ROM drive manufacturers in particular, by early in the new millennium there were more DVD-ROM drives in use than CD-ROM drives.

Initially, the principal application to make use of DVD's greater capacity has been movies. However, the need for more capacity in the computer world is obvious to anyone who already has multi-CD games and software packages. With modern-day programs fast outgrowing CD, the prospect of a return to the multiple disc sets which had appeared to gone away for ever when CD-ROM took over from floppy disc was looming ever closer. The unprecedented storage capacity provided by DVD lets application vendors fit multiple CD titles (phone databases, map programs, encyclopaedias) on a single disc, making them more convenient to use. Developers of edutainment and reference titles are also free to use video and audio clips more liberally. And game developers can script interactive games with full-motion video and surround-sound audio with less fear of running out of space. 

History
When Philips and Sony got together to develop CD, there were just the two companies talking primarily about a replacement for the LP. Decisions about how the system would work were carried out largely by engineers and all went very smoothly. The specification for the CD's successor went entirely the other way, with arguments, confusions, half-truths and Machiavellian intrigue behind the scenes. 

It all started badly with Matsushita Electric, Toshiba and the movie-makers Time/Warner in one corner, with their Super Disc (SD) technology, and Sony and Philips in the other, pushing their Multimedia CD (MMCD) technology. The two disc formats were totally incompatible, creating the possibility of a VHS/Betamax-type battle. Under pressure from the computer industry, the major manufacturers formed a DVD Consortium to develop a single standard. The DVD-ROM standard that resulted at the end of 1995 was a compromise between the two technologies but relied heavily on SD. The likes of Microsoft, Intel, Apple and IBM gave both sides a simple ultimatum: produce a single standard, quickly, or don' t expect any support from the computer world. The major developers, 11 in all, created an uneasy alliance under what later became known as the DVD Forum, continuing to bicker over each element of technology being incorporated in the final specification. 

The reasons for the continued rearguard actions was simple. For every item of original technology put into DVD, a license fee has to be paid to the owners of the technology. These license fees may only be a few cents per drive but when the market amounts to millions of drives a year, it is well worth arguing over. If this didn't make matters bad enough, in waded the movie industry. 

Paranoid about losing all its DVD-Video material to universal pirating, Hollywood first decided it wanted an anti-copying system along the same lines as the SCMS system introduced for DAT tapes. Just as that was being sorted out, Hollywood became aware of the possibility of a computer being used for bit-for-bit file copying from a DVD disc to some other medium. The consequence was an attempt to have the U.S. Congress pass legislation similar to the Audio Home Recording Act (the draft was called "Digital Video Recording Act") and to insist that the computer industry be covered by the proposed new law.

Whilst their efforts to force legislation failed, the movie studios did succeed in forcing a deeper copy protection requirement into the DVD-Video standard, and the resultant Content Scrambling System (CSS) was finalised toward the end of 1996. Subsequent to this, many other content protection systems have been developed.

Formats
Not unlike the different flavours of CDs, there are five physical formats, or books, of DVD:

· DVD-ROM is a high-capacity data storage medium 

· DVD-Video is a digital storage medium for feature-length motion pictures 

· DVD-Audio is an audio-only storage format similar to CD-Audio 

· DVD-R offers a write-once, read-many storage format akin to CD-R 

· DVD-RAM was the first rewritable (erasable) flavour of DVD to come to market and has subsequently found competition in the rival DVD-RW and DVD+RW format. 

With the same overall size as a standard 120mm diameter, 1.2mm thick CD, DVD discs provide up to 17GB of storage with higher than CD-ROM transfer rates and similar to CD-ROM access times and come in four versions:

· DVD-5 is a single-sided single-layered disc boosting capacity seven-fold to 4.7GB 

· DVD-9 is a single-sided double-layered disc offering 8.5GB 

· DVD-10 is a 9.4GB dual-sided single-layered disc 

· DVD-18 will increase capacity to a huge 17GB on a dual-sided dual-layered disc. 

The first commercial DVD-18 title, The Stand, was released in October 1999. However, given how long it took for production of dual-layer, single-sided discs to become practical, it is difficult to forecast how long it'll be before the yields of DVD-18 discs will meet the replication demands of mainstream movie distribution, especially since low yields mean higher replication costs. It's likely that a DVD-14 format - two layers on one side, one layer on the other side - will be seen in the interim, since they're somewhat easier to produce.

It is important to recognise that in addition to the five physical formats, DVD also has a number of application formats, such as DVD-Video and DVD-Audio. The Sony PlayStation2 game console is an example of a special application format.

Technology
At first glance, a DVD disc can easily be mistaken for a CD: both are plastic discs 120mm in diameter and 1.2mm thick and both rely on lasers to read data stored in pits in a spiral track. And whilst it can be said that the similarities end there, it's also true that DVD's seven-fold increase in data capacity over the CD has been largely achieved by tightening up the tolerances throughout the predecessor system.

[image: image77.png]PC

Hard Disk

Digital Camcorder
(I

IEEE 1394




Firstly, the tracks are placed closer together, thereby allowing more tracks per disc. The DVD track pitch (the distance between each) is reduced to 0.74 micron, less than half of CD's 1.6 micron. The pits, in which the data is stored, are also a lot smaller, thus allowing more pits per track. The minimum pit length of a single layer DVD is 0.4 micron as compared to 0.834 micron for a CD. With the number of pits having a direct bearing on capacity levels, DVD's reduced track pitch and pit size alone give DVD-ROM discs four times the storage capacity of CDs.

The packing of as many pits as possible onto a disc is, however, the simple part and DVD's real technological breakthrough was with its laser. Smaller pits mean that the laser has to produce a smaller spot, and DVD achieves this by reducing the laser's wavelength from the 780nm (nanometers) infrared light of a standard CD, to 635nm or 650nm red light. 
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Secondly, the DVD specification allows information to be scanned from more than one layer of a DVD simply by changing the focus of the read laser. Instead of using an opaque reflective layer, it's possible to use a translucent layer with an opaque reflective layer behind carrying more data. This doesn't quite double the capacity because the second layer can't be quite as dense as the single layer, but it does enable a single disc to deliver 8.5GB of data without having to be removed from the drive and turned over. An interesting feature of DVD is that the discs' second data layer can be read from the inside of the disc out, as well as from the outside in. In standard-density CDs, the information is always stored first near the hub of the disc. The same will be true for single- and dual-layer DVD, but the second layer of each disc can contain data recorded "backwards", or in a reverse spiral track. With this feature, it takes only an instant to refocus a lens from one reflective layer to another. On the other hand, a single-layer CD that stores all data in a single spiral track takes longer to relocate the optical pickup to another location or file on the same surface.
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Thirdly, DVD allows for allows for double-sided discs. To facilitate the focusing of the laser on the smaller pits, manufacturers used a thinner plastic substrate than that used by a CD-ROM, thereby reducing the depth of the layer of plastic the laser has to travel through to reach the pits. This reduction resulted in discs that were 0.6mm thick - half the thickness of a CD-ROM. However, since these thinner discs were too thin to remain flat and withstand handling, manufacturers bonded two discs back-to-back - resulting in discs that are 1.2mm thick. This bonding effectively doubles the potential storage capacity of a disc. Note that single-sided discs still have two substrates, even though one isn't capable of holding data.

Finally, DVD has made the structure of the data put on the disc more efficient. When CD was developed in the late 1970s, it was necessary to build in some heavy-duty and relatively crude error correction systems to guarantee the discs would play. When bits are being used for error detection they are not being used to carry useful data, so DVD's more efficient and effective error correction code (ECC) leaves more room for real data. 

OSTA
The Optical Storage Technology Association (OSTA) is an association-not a standards body-and its members account for more than 80 percent of all worldwide writable optical product shipments. Its specifications represent a consensus of its members, not the proclamation of a committee.

The MultiRead specification defines the requirements that must be met in order for a drive to play or read all four principal types of CD discs: CD-Digital Audio (CD-DA), CD-ROM, CD-Recordable (CD-R), and CD-Rewritable (CD-RW). The specification was conceived, drafted and proposed to OSTA by member companies Hewlett-Packard and Philips. OSTA took over, providing an open forum for interested members to complete the specification. During this process, several significant enhancements were made, including one to ensure readability of CD-R discs on DVD-ROM drives. After the specification was approved by vote of the technical subcommittee to which it was assigned, it was ratified by the OSTA Board of Directors.

Compliance with the MultiRead specification is voluntary. To encourage compliance, a logo program has been established that will be administered by Hewlett-Packard. Companies wanting to display the MultiRead logo on their drives will be required to self test their drives using a test plan published on the OSTA web site. To receive a license permitting use of the logo, they must submit a test report to Hewlett-Packard along with a nominal license fee.

How does this specification affect the current rewritable DVD standards battle? It protects consumers by providing them with the knowledge that whichever type of drive they buy (assuming the two different standards go forward), they will be able to read all earlier types of media, as long as they see the MultiRead logo on the drive. The only incompatibility will be between DVD-RAM and DVD+RW drives. Thus, consumers need not worry about their existing inventory of media or about media produced on today's drives. All will be compatible with future drives bearing the MultiRead logo.

OSTA has also played a major role in the specification of file systems for use with DVD media.

File Systems
One of the major achievements of DVD is that it has brought all the conceivable uses of CD for data, video, audio, or a mix of all three, within a single physical file structure called UDF, the Universal Disc Format. Promoted by the Optical Storage Technology Association (OSTA), the UDF file structure ensures that any file can be accessed by any drive, computer or consumer video. It also allows sensible interfacing with standard operating systems as it includes CD standard ISO 9660 compatibility. UDF overcomes the incompatibility problems from which CD suffered, when the standard had to be constantly rewritten each time a new application like multimedia, interactivity, or video emerged.

The version of UDF chosen for DVD which - to suit both read-only and writable versions - is a subset of the UDF Revision 1.02 specification known as MicroUDF (M-UDF). 

Because UDF wasn't supported by Windows until Microsoft shipped Windows 98, DVD providers were forced to use an interim format called UDF Bridge. UDF Bridge is a hybrid of UDF and ISO 9660. Windows 95 OSR2 supports UDF Bridge, but earlier versions do not. As a result, to be compatible with Windows 95 versions previous to OSR2, DVD vendors had to provide UDF Bridge support along with their hardware.

DVD-ROM discs use the UDF Bridge format. (Note, Windows95 was not designed to read UDF but can read ISO 9660). The UDF Bridge specification does not explicitly include the Joliet extensions for ISO 9660, which are needed for long filenames. Most current Premastering tools do not include the Joliet extensions but it is expected that this feature will be added in due course. Windows98 does read UDF so these systems have no problem with either UDF or long filenames.

DVD-Video discs use only UDF with all required data specified by UDF and ISO 13346 to allow playing in computer systems. They do not use ISO 9660 at all. The DVD-Video files must be no larger than 1 GB in size and be recorded as a single extent (i.e. in one continuous sequence). The first directory on the disc must be the VIDEO_TS directory containing all the files, and all filenames must be in the 8.3 (filename.ext) format.

DVD-Audio discs use UDF only for storing data in a separate "DVD-Audio zone" on the disc, specified as the AUDIO_TS directory.

Compatibility issues
The DVD format has been dogged by compatibility problems from the very beginning. Some of these have now been addressed but others, in particular those concerning the rewritable and video variants, persist and look as though they might escalate to become the same scale of issue as the VHS vs Beta format war was for several years in the VCR industry. 

Incompatibility with some CD-R and CD-RW discs was an early problem. The dies used in certain of these discs will not reflect the light from DVD-ROM drives properly, rendering them unreadable. For CD-RW media, this problem was easily solved by the MultiRead standard and fitting DVD-ROM drives with dual-wavelength laser assemblies. However, getting DVD-ROM drives to read all CD-R media reliably presented a much bigger problem. The DVD laser has great difficulty reading the CD-R dye because the change in reflectivity of the data at 650nm is quite low, where at 780nm it's nearly the same as CD-ROM media. Also the modulation at 650nm is very low. Designing electronics to address this type of change in reflectivity is extremely hard and can be expensive. By contrast, with CD-RW the signal at 780nm or 650nm is about one quarter that of CD-ROM. This difference can be addressed simply by increasing the gain by about 4x. This is why CD-RW was originally proposed by many companies as the best bridge for written media to DVD from CD technology.

DVD-R Video discs can be played on a DVD-Video player, as well as a computer that is equipped with a DVD-ROM drive, a DVD-compliant MPEG decoder card (or decoder software) and application software that emulates a video player's control functions. A recorded DVD-ROM disc can be read by a computer equipped with a DVD-ROM drive, as well as a computer equipped for DVD video playback as described above. DVD Video components are not necessary, however, if DVD Video material is not accessed or is not present on a disc. 

By the autumn of 1998, DVD-ROM drives were still incapable of reading rewritable DVD discs. This incompatibility was finally fixed in so-called "third generation" drives which began to appear around mid-1999. These included LSI modifications to allow them to read the different physical data layout of DVD-RAM or to respond to the additional headers in the DVD+RW data stream.

Speed was another issue for early DVD-ROM drives. By mid-1997 the best CD-ROM drives were using full CAV to produce higher transfer rates and lower vibration. However, early DVD-ROM drives remained strictly CLV. This was not a problem for DVD discs as their high density allows slower rotational speeds. However, because CLV was also used for reading CD-ROM discs the speed at which a CLV-only DVD-ROM drive could read these was effectively capped at eight-speed.

These issues resulted in a rather slow roll-out of DVD-ROM drives during 1997, there being a six-month gap between the first and second drives to come to market. However, by early 1998 second-generation drives were on the market that were capable of reading CD-R and CD-RW discs and with DVD performance rated at double-speed and CD-ROM performance equivalent to that of a 20-speed CD-ROM drive.

With the early problems solved, the initial trickle of both discs and drives was expected to become a flood since the manufacture of DVD discs is relatively straightforward and titles from games and other image-intensive applications are expected to appear with increasing regularity. However, in 1998 progress was again hampered by the appearance of the rival DIVX format. Fortunately this disappeared from the scene in mid-1999, fuelling hopes that a general switch-over to DVD-based software would occur towards the end of that year, as DVD-ROM drives reached entry-level pricing and began to outsell CD-ROM drives.

The following table summarises the read/write compatibility of the various formats. Some of the compatibility questions with regard to DVD+RW will remain uncertain until product actually reaches the marketplace. A "Yes" means that it is usual for the relevant drive unit type to handle the associated disc format, it does not mean that all such units do. A "No" means that the relevant drive unit type either doesn't or rarely handles the associated disc format:

	DVD Disc Format
	Type of DVD Unit

	
	DVD Player
	DVD-R(G)
	DVD-R(A)
	DVD-RAM
	DVD-RW
	DVD+RW

	
	R
	W
	R
	W
	R
	W
	R
	W
	R
	W
	R
	W

	DVD-ROM
	Yes
	No
	Yes
	No
	Yes
	No
	Yes
	No
	Yes
	No
	Yes
	No

	DVD-R(G)
	Yes
	No
	Yes
	Yes
	Yes
	No
	Yes
	No
	Yes
	Yes
	Yes
	No

	DVD-R(A)
	Yes
	No
	Yes
	No
	Yes
	Yes
	Yes
	No
	Yes
	No
	Yes
	No

	DVD-RAM
	No
	No
	No
	No
	No
	No
	Yes
	Yes
	No
	No
	No
	No

	DVD-RW
	Yes
	No
	Yes
	Yes
	Yes
	No
	Yes
	No
	Yes
	Yes
	Yes
	No

	DVD+RW
	Yes
	No
	Yes
	Yes
	Yes
	No
	No
	No
	Yes
	No
	Yes
	Yes

	CD-R
	No
	No
	No
	No
	No
	No
	Yes
	No
	Yes
	Yes
	Yes
	Yes

	CD-RW
	No
	No
	No
	No
	No
	No
	Yes
	No
	Yes
	Yes
	Yes
	Yes


Until late-2001 DVD-RAM drives were capable of writing to their own media only. At that time drives began to appear that could also write to DVD-R for General media. Whilst this increased their appeal, their inability to write to CD-R and CD-RW media still left them at a disadvantage compared to the rival DVD-RW and DVD+RW formats. 

The first DVD+RW drives had no capability to record to write-once DVD media. However, this was addressed in second-generation units which appeared in the spring of 2002 and were able to write to the newly-developed DVD+R media in addition to rewritable DVD+RW discs.
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Back in the mid-1980s, when a PC had a 20MB hard disk, a 1.2MB floppy was a capacious device capable of backing up the entire drive with a mere 17 disks. By early 1999, the standard hard disk fitted to PCs had a capacity of between 3GB and 4GB: a 200-fold increase. In the same period, the floppy's capacity has increased by less than 20%. As a result, it's now at a disadvantage when used in conjunction with any modern large hard disks - for most users, the standard floppy disk just isn't big enough anymore. 

In the past, this problem only affected a tiny proportion of users, and solutions were available for those that did require high-capacity removable disks. For example, by the late 1980s SyQuest's 5.25in 44MB or 88MB devices had pretty much become the industry standard in the publishing industry for transferring large DTP or graphics files from the desktop to remote printers.

Times changed, and by the mid-1990s every PC user needed high-capacity removable storage. By then, applications no longer came on single floppies, but on CD-ROMs. Thanks to Windows and the impact of multimedia, file sizes have gone through the ceiling. A Word document with a few embedded graphics results in a multi-megabyte data file, quite incapable of being shoehorned into a floppy disk. 

Awkward as it is, there's no getting away from the fact that a PC just has to have some sort of removable, writable storage, with a capacity in tune with current storage requirements. Removable storage for several reasons: to transport files between PCs, to back up personal data, and to act as an overspill for the hard disk, to provide (in theory) unlimited storage. It's much easier to swap removable disks than fit another hard disk to obtain extra storage capacity. 

Floppy disk
In 1967, the storage group at IBM's San Jose Laboratories was charged with developing an inexpensive device to store and ship microcode for mainframe processors and control units. The device had to cost under $5, be simple to install and replace, had to be easy to ship and needed unquestionable reliability. Existing technologies - such as the magnetic belts used in dictating machines of the time - were tried, and rejected. The proposed solution was a completely new technology, the floppy disk. 

In 1971 the first incarnation of the floppy disk was incorporated into IBM's System 370 mainframe computer. It was a read-only, 8in plastic disk coated with iron oxide, weighing just under 2 oz. and capable of storing about 80KB. A crucial part of its design was its protective enclosure, lined with a nonwoven fabric that continuously wiped the surface of the disk as it rotated to keep it clean.

In 1973, IBM released a new version of the floppy on its 3740 Data Entry System. This had a completely different recording format, the motor spun in the opposite direction and the device now boasted read/write capacity and a storage capacity of 256KB. It was then that the floppy disk market took off. In 1976 - at just about the time that personal computing was entering the scene - the 8in form factor was superseded by the 5.25in floppy. That design eventually gave way to the 3.5in diskette, developed by Sony Corp. in 1981.

The 5.25in floppy began life with a capacity of 160KB, quickly went to 180KB and then to 360KB with the advent of double-sided drives. In 1984, the 5.25in floppy maxed-out at 1.2MB. That same year, Apricot and HP launched PCs with the revolutionary Sony 3.5in 720KB disk drive. Three years down the road, this doubled in size to 1.44MB and for the past decade or so, that's where it's stayed. This was partly due to manufacturers' reluctance to accept a new standard and partly due to the rapid acceptance of CD-ROM, which is a more efficient way to distribute software than floppies. 

Floppy drives are notable for the use of open loop tracking: they don't actually look for the tracks, but simply order the head to move to the "correct" position. Hard disk drives, on the other hand, have servo motors embedded on the disk which the head uses to verify its position, allowing track densities many hundred times higher than is possible on a floppy disk.

When a 3.5in disk is inserted, the protective metal slider is pushed aside and a magnet locks onto the disk's metal centre plate. The drive spindle goes in the centre hole, and the drive pin engages the rectangular positioning hole next to this. The drive pin is spun by the drive motor, a flat DC servo device locked to a spin of 300rpm by a servo frequency generator.

The head is moved by a lead-screw which in turn is driven by a stepper motor; when the motor and screw rotate through a set angle, the head moves a fixed distance. The data density of floppies is therefore governed by the accuracy of the stepper motor, which means 135 tracks per inch (tpi) for 1.44MB disks. A drive has four sensors: disk motor; write-protect; disk present; and a track 00 sensor, which is basically an edge stop.

The magnetic head has a ferrite core, with the read/write head in the centre and an erase head core on either side. The erase heads wipe out a strip either side of a new data track to avoid interference from old data tracks. Bits are stored as magnetic inversions, the inversion intervals being two to four microseconds (µs). The read signal goes to a peak detector and is processed to produce a binary signal by the electronics in the drive. This is then sent back to the PC.

Over the years there have been attempts to increase the capacity of the humble floppy, but none got very far. First, there was IBM's bid (in 1991) to foist a 2.88MB floppy standard on the PC world, using expensive barium-ferrite disks, but it never caught on. Iomega and 3M had another go in 1993 with the 21MB "floptical" disk; however, this wasn't enough to grab the market's interest and the product faded away; it was just too expensive and too small. 

Optical drives
Despite the floptical's failure to oust the traditional floppy disk, for several years it appeared likely that optical drives, which read/wrote data with lasers which are far more precise than the drive heads on a traditional hard drive, were destined to replace magnetic disk technology.

WORM (Write Once/Read Many) storage had emerged in the late 1980s and was popular with large institutions for the archiving of high volume, sensitive data. When data is written to a WORM drive, physical marks are made on the media surface by a low-powered laser and since these marks are permanent, they cannot be erased.
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Rewritable, or erasable, optical disk drives followed, providing the same high capacities as those provided by WORM or CD-ROM devices. However, despite the significant improvements made by recent optical technologies, performance continued to lag that of hard disk devices. On the plus side optical drives offered several advantages. Their storage medium is rugged, easily transportable and immune from head crashes and the kind of data loss caused by adverse environmental factors.

The result is that the relative advantages of the two types of system make them complementary rather than competitive - optical drives offering security, magnetic drives real-time performance. The development of the CD/DVD technologies to include recordable and rewritable formats has had a dramatic impact in the removable storage arena and compatibility is an important and unique advantage of the resulting family of products. However, today's market is large enough to accommodate a number of different technologies offering a wide range of storage capacities.

The predominant are:

· magnetic disk 

· magneto-optical 

· phase-change 

and the resulting range of capacities on offer can be categorised as follows:

· floppy replacements (100MB to 150MB) 

· super-floppies (200MB to 300MB) 

· hard disk complement (500MB to 1GB) 

· removable hard disks (1GB plus). 

Magnetic disk technology
Magnetic devices like floppy disks, hard disks and some tape units all use the same underlying technology to achieve this. The media (meaning the disk as opposed to the drive) is coated with magnetic particles a few millionths of an inch thick which the drive divides into microscopic areas called domains. Each domain acts like a tiny magnet, with north and south poles, and represents either zero or one depending on which way it is pointing.

Information is read from, or written to, the media using a "head" which acts in a similar way to a record player stylus or the tape head in a cassette recorder. On a hard drive this head actually floats on a cushion of air created by the spinning of the disk. This contributes to the superior reliability of a hard drive compared to a floppy drive, where the head touches the surface of the disk. Both these drives are known as "random access" devices because of the way in which the information is organised into concentric circles on the surface of the disks. This allows the head to go to any part of the disk and retrieve or store information quickly.

Hard disks, in common with magnetic tape media, have the recording layer on top of a substrate. This architecture - referred to as air incident recording - works well in a sealed non-removable system like hard disks and allows the head to fly in very close proximity to the recording surface. A very thin coating, in the range of a few manometers, covers the recording surface to provide lubrication in the event of a momentary impact by the head. 

Magneto-optical technology
As implied by the name, these drives use a hybrid of magnetic and optical technologies, employing laser to read data on the disk, while additionally needing magnetic field to write data. An MO disk drive is so designed that an inserted disk will be exposed to a magnet on the label side and to the light (laser beam) on the opposite side. The disks, which come in 3.5in and 5.25in formats, have a special alloy layer that has the property of reflecting laser light at slightly different angles depending on which way it's magnetised, and data can be stored on it as north and south magnetic spots, just like on a hard disk. 
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While a hard disk can be magnetised at any temperature, the magnetic coating used on MO media is designed to be extremely stable at room temperature, making the data unchangeable unless the disc is heated to above a temperature level called the Curie point, usually around 200 degrees centigrade. Instead of heating the whole disc, MO drives use a laser to target and heat specific regions of magnetic particles. This accurate technique enables MO media to pack in a lot more information than other magnetic devices. Once heated the magnetic particles can easily have their direction changed by a magnetic field generated by the read/write head. 

Information is read using a less powerful laser, making use of the Kerr Effect, where the polarity of the reflected light is altered depending on the orientation of the magnetic particles. Where the laser/magnetic head hasn't touched the disk, the spot represents a "0", and the spots where the disk has been heated up and magnetically written will be seen as data "1s". 

However, this is a "two-pass" process which, coupled with the tendency for MO heads to be heavy, resulted in early implementations being relatively slow. Nevertheless, MO disks can offer very high capacity and fairly cheap media as well as top archival properties, often being rated with an average life of 30 years - far longer than any magnetic media. 

Magneto-optical technology received a massive boost in the spring of 1997 with the launch of Plasmon's DW260 drive which used LIMDOW technology to achieve a much increased level of performance over previous MO drives.

LIMDOW
Light Intensity Modulated Direct OverWrite technology uses a different write technology which significantly improves on the performance levels of earlier MO devices and claims to be a viable alternative to hard disk drives in terms of performance and cost of ownership.

LIMDOW disks and drives work on the same basic principle as a standard MO drive: the write surface is heated up and takes on a magnetic force applied from outside. But instead of using a magnetic head in the drive to make the changes, the magnets are built into the disk itself. 

The LIMDOW disk has two magnetic layers just behind the reflective writing surface. This write surface is even more clever than MO as it can take magnetism from one of those magnetic layers when it has been heated up to one temperature; but if it has been heated up further, it will take its polarity from the other magnetic layer. To write the data onto the disk, the MO drive's laser pulses between two powers. 

At high power, the surface heats up more and takes its magnetic "charge" from the north pole magnetic layer. At the lower power, it heats up less and takes its magnetic charge from the south pole layer. Thus, with LIMDOW the MO write process is a single-stage affair, bringing write times back up to where they should be - if not competing head on with a hard disk, at least out by only around a factor of two. 

LIMDOW became established in the second half of 1997, strengthening MO in its traditional market like CAD/CAM, document imaging and archiving, and moving it into new areas. With search speeds of less than 15ms and data transfer rates in excess of 4 MBps, LIMDOW MO has become a serious option for audio-visual and multimedia applications. The data rates are good enough for storing audio and streaming MPEG-2 video, which brings MO back into the equation for video servers in areas such as near-video-on-demand.

Apart from making MO competitive on write times, LIMDOW leads the way towards higher-capacity MO disks. Because the magnetic surface is right next to the writing surface (rather than somewhere outside the disk itself) the magnetic writing can be done at a much higher resolution - in fact, the resolution of the laser spot doing the heating up. In the future, as the spot goes down in size, with shorter wavelength reddish lasers and then the promised blue laser, the capacity of the disk can jump up to four times the current 2.6GB or more. 

MO media
An MO disk is constructed by "spattering" a number of films onto a high-strength polycarbonate resin substrate base - the same material as used in "bullet-proof" glass - and coating the entire disk with an ultra-violet hardened protective resin. The recording film itself is made of alloy including a number of different metal elements, such as Tb (terbium), Fe (iron) and Co(cobalt). This is sandwiched between protective dielectric films which, as well as providing thermal insulation, also enhance the rotation of polarisation angle so that the sensor is better able to detect the "Kerr Effect". Beneath the disk's protective resin on its upper side is a reflective film whose role is to improve read efficiency. It is this that gives the MO disk its distinctive "rainbow" appearance.

The transparent substrate on top of the recording layer arrangement is referred to as substrate incident recording - the laser light passing through the substrate to reach the recording layer. Whilst the substrate is effective in protecting the recording layer from contamination and oxidation, its thickness is a limiting factor on the numerical aperture that can be used in the objective lens which, in turn, is a primary limiting factor to the capacity and performance of ISO type MO drives.

MO disks are available in several different capacities and at per megabyte storage costs that are very competitive with other removable storage media. Furthermore, unlike the removable hard disk technologies, MO disks are not proprietary, being available from many different storage media manufacturers. 

The current 3.5-inch cartridges - the same size as two 3.5in floppy disks stacked on top of each other - are rated at 640MB and Fujitsu is expected to introduce a 1.3GB 3.5in drive in early 1999. Standard 5.25in double-sided media provide up to 2.6GB of storage - disks having to be ejected and flipped to allow access to their full capacity. Higher capacities are planned and indeed already available in proprietary formats.

Most MO vendors have agreed to keep newer drives backward-compatible within at least two previous generations of MO capacity points. For example, a 3.5in 640MB MO drive can accept the older 530MB, 230MB, and 128MB cartridges. Also, most capacity levels follow ISO file-format standards, so cartridges can be exchanged between drives of different manufacturers.

MO media are extremely robust and durable. Because the bits are written and erased optically, MO disks are not susceptible to magnetic fields. With no physical contact between disk surface and drive head, there is no possibility of data loss through a head crash and vendors claim data can be rewritten at least a million times, and read at least 10 million times. Also, since the disks are permanently fixed in rugged cartridge shells that manufacturers have made to demanding shock-tolerance standards, a useful life of the data stored on the media in excess of 30 years is claimed - some manufacturers quoting media life of 50 or even 100 years.

OSD technology
Optical Super Density (OSD) technology's design goals were to develop a high capacity (40GB or more) removable MO drive which retained the ruggedness and reliability offered by today's ISO-standard MO solutions, achieve data transfer rates competitive with hard disk and tape products (30 MBps) and provided the user a significantly lower cost per megabyte than other optical and tape products. In the spring of 1999, following 18 months of co-ordinated development with its media and optics partners, Maxoptix Corporation - a leading manufacturer of Magneto Optical storage solutions - announced the successful demonstration of its Optical Super Density (OSD) technology.

Achievement of Maxoptix's design goals relied on a number of innovative technologies:

· OverCoat Incident Recording: Developed to overcome the restrictions of the substrate incident recording technique used in traditional ISO-standard MO, the OCIR architecture has the recording layer on top of the substrate - like a hard disk - but also a thick transparent acrylic overcoat - similar to the coating on the back of CD and DVD media - protecting it. The OSD coating is more than 1,000 times thicker than that of hard disk and tape products, but much thinner than the substrate used on today's ISO media. Since it allows the lens to be positioned much closer to the recording surface, OSD is able to use a higher numerical aperture lens, resulting in much higher data densities. OCIR also provides media durability and very long media shelf life, it being estimated that OSD media will provide millions of read/writes and more than 50 year data integrity. OSD media will be sold in a cartridge very similar to conventional MO media and will be compatible with existing automation in today's ISO-standard jukeboxes. This means today's MO jukeboxes will be able to upgrade to OSD drives and media for an almost 800 percent increase in capacity without requiring changes to the jukebox mechanics. 

· Surface Array Recording: OSD products will incorporate independent read/write heads on both sides of the media and utilise a technique known as Surface Array Recording (SAR) to allow access to both sides of the disk simultaneously. This contrasts with traditional MO, where users are required to flip the media in order to read data stored on the opposite side of the disk. By providing simultaneous read or write to both sides of the media, SAR not only doubles the on-line capacity, but also allows data rates comparable with hard disk products. 

· Recessed Objective Lens: The Recessed Objective Lens (ROL) is designed both to enhance the head/disk interface's immunity to contamination and to allow for continuous focus of the objective lens. Because the objective lens is recessed above the magnetic head it will not be subjected to particulate contamination that may be introduced into the drive during media insertion. Further resistance to contamination is provided by Maxoptix's innovative Air Clear System (ACS) which produces air flow through the magnetic head and prevents contamination from collecting in the light path. By decoupling the objective lens from the magnetic head in the vertical direction OSD drives are able to perform continuous focus and tracking by controlling the exact height of the objective lens over the media under servo control. This improves the reliability of the drive by allowing it to adapt to a wider range of environmental conditions. 

· Magnetic Field Modulation: Magnetic Field Modulation (MFM) removes the limitations inherent in traditional MO drives use of a coil to write data. By utilising a small magnetic head in close proximity to the disk, the polarity of the magnetic field can be switched at a very high frequency. The quick changes in polarity produce marks on the disk that are narrow and tall, often referred to as crescents. These crescent shaped marks provide a significant increase in bit density, therefore the bit density is no longer limited by the wavelength of the laser. Also, because the polarity of the field can be switched fast the disk can be written in a single pass. 

· Magnetic Super Resolution: The use of MFM shifts the limiting factor on bit density from the wavelength of the laser to the ability to resolve individual marks during read using a spot that may cover several marks. Magnetic Super Resolution (MSR) is a masking technology that enables read back of very high bit densities by isolating the individual bit to be read. During the read process, more energy is applied to the disk to pre-heat what is referred to as a read-out layer that lies on top of the recording layer. The read-out layer magnifies the bit area providing higher resolution for progressively smaller bits. This increases not only the capacity, but also the performance. 

Production is expected to begin during 2000 and will initially be targeted to replace various tape products in the high-performance, high-end data backup/archive applications. OSD is expected to complement existing MO solutions, not replace them. In addition to high capacity, OSD drives will offer MO-like high reliability and ruggedness, making them suitable for the harshest environments. The removable OSD media is also virtually indestructible, can be overwritten 10 million times without data degradation and provides as much as a 50-year shelf life. Whether as a single drive or integrated into jukebox environments, OSD will provide a high-performance solution for single desktop, workgroup, departmental, network and enterprise-wide storage and retrieval requirements. 

The ruggedness and exceptional reliability of the OSD media are optimal for applications such as: data warehousing/mining, back-up/disaster recovery, network backup, document imaging, Computer Output to Laser Disk (COLD), Hierarchical Storage Management (HSM), Internet content storage and multimedia applications including video/audio editing and playback.

Fluorescent disc technology
Another contender in the battle to become the de facto high-density storage medium for the digital world could come from US data storage specialist, C3D, in the shape of its revolutionary optical storage technology that promises to deliver capacities of 140GB and above on a single multilayer disc.
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With conventional optical disc drive technology signal quality degrades rapidly with the number of recording layers. This is principally because of optical interference - noise, scatter, and cross-talk resulting from the fact that the probing laser beam and the reflected signal are of the same wavelength and the nature of the highly coherent reflected signal used. The signal degradation exceeds acceptable levels with the result that no more than two recording layers are possible. However, with fluorescent readout systems, the quality degrades much more slowly, and C3D believes that up to 100 memory layers are feasible on a standard sized CD.

The design of the discs is based on so-called "stable photochrome", discovered by physicists and engineers in Russia. This is a transparent organic substance whose fluorescence can be triggered by a laser beam for sufficient time for it to be detected by a standard photoreceiver. This characteristic makes it possible to superimpose transparent layers on top of one another, and to "write" information on each level. 

Once the fluorescence is stimulated by the laser light, both coherent and incoherent light are emitted. The latter has waves that are slightly out of step with each other, and the exploitation of this property is central to C3D's technology. The out-of-sync fluorescent light beams allow data to be read through different layers of the stacked transparent discs, one beam reading data from the top layer at the same time that others are penetrating it to read from lower layers. The result is the twin benefit of huge storage capacities and greatly improved data retrieval speeds.

Its unique technological capabilities facilitate the production of a multilayer optical card, in any form factor - including a credit card or postage stamp sized ClearCard. The capacity and speed of reading for these cards is potentially enormous. For instance, as of 2001 the level of the technology allowed development of a ClearCard of 16 cm2 of area with 50 layers providing a capacity of 1TB and - through parallel access to all its layers - greater than 1 GBps reading speeds. When parallel layer reading is combined with parallel reading from multiple sectors of the same layer, data speeds can be increased still further, effectively producing 3-dimensional data transfer.

First demonstrated in Israel in the autumn of 1999, a number of leading industry players - including Philips and Matsushita - have shown an interest in the patented technology and C3D are hoping to bring a number of products to market during 2002:

· FMD (Fluorescent Multi-layer disc) ROM: Depending on the application and the market requirements, the first generation of 120mm FMD ROM discs will hold between 20 and 100GB of pre-recorded data on 12 to 30 data layers - sufficient to store up to 20 hours of compressed HDTV film viewing - with a total thickness of under 2mm 

· FMD Microm WORM disc: a 30mm compact version of the FMD ROM - initially available as a 10-layer disc with 4GB capacity - which enables users to select the information to be stored 

· FMC ClearCard ROM Card: a 50mm credit card-sized storage medium designed to the capacity needs of the growing mobile computing marketplace which provides an initial capacity of 5GB, growing eventually to up to 20 layers, with a data density of 400 MB/cm2 and capacity of up to 10GB 

· FMC ClearCard WORM Card: a development of the ClearCard ROM - initially available with a capacity of 5GB - which enables the user to select the information to be stored. 

The C3D technology is not, of course, compatible with current CD and DVD drives. However, the compatibility issue may be solved in the future since C3D claims its technology will be backwards compatible and that existing equipment can be made to read FMD ROM discs with "minimal retooling".

In early 2001, progress appeared to be on schedule with the announcement of a licensing agreement with Lite-On IT Corporation of Taiwan - the third largest manufacturer of CD/DVD drives in the world - for the production of FMD/C drives. The agreement calls for Lite-On to pay a royalty to C3D on every drive produced. In addition, Lite-On will participate in the proposed FMD/C technology development consortium that will promote related media and drive manufacturing standards. The agreement also contemplates Lite-On making a strategic investment in C3D as well as appointing a Director to C3D's Board.
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Last Updated - 1Jul02
Video or graphics circuitry, usually fitted to a card but sometimes found on the motherboard itself, is responsible for creating the picture displayed by a monitor. On early text-based PCs this was a fairly mundane task. However, the advent of graphical operating systems dramatically increased the amount of information needing to be displayed to levels where it was impractical for it to be handled by the main processor. The solution was to off-load the handling of all screen activity to a more intelligent generation of graphics card. 

As the importance of multimedia and then 3D graphics has increased, the role of the graphics card has become ever more important and it has evolved into a highly efficient processing engine which can really be viewed as a highly specialised co-processor. By the late 1990s the rate of development in the graphics chip arena had reached levels unsurpassed in any other area of PC technology, with the major manufacturers such as 3dfx, ATI, Matrox, nVidia and S3 working to a barely believable six-month product life cycle! One of the consequences of this has been the consolidation of major chip vendors and graphics card manufacturers. 

Chip maker 3dfx started the trend in 1998 with the its acquisition of board manufacturer STB systems. This gave 3dfx a more direct route to market with retail product and the ability to manufacture and distribute boards that bearing its own branding. Rival S3 followed suit in the summer of 1999 by buying Diamond Mulitmedia, thereby acquiring its graphics and sound card, modem and MP3 technologies. A matter of weeks later, 16-year veteran Number Nine announced its abandonment of the chip development side of its business in favour of board manufacturing. 

The consequence of all this manoeuvring was to leave nVidia as the last of the major graphics chip vendors without its own manufacturing facility - and the inevitable speculation of a tie-up with close partner, Creative Labs. Whilst there'd been no developments on this front by mid-2000, nVidia's position had been significantly strengthened by S3's sale of its graphics business to VIA Technologies in April of that year. The move - which S3 portrayed as an important step in the transformation of the company from a graphics focused semiconductor supplier to a more broadly based Internet appliance company - left nVidia as sole remaining big player in the graphics chip business. In the event, it was not long before S3's move would be seen as a recognition of the inevitable. 

In an earnings announcement at the end of 2000, 3dfx announced the transfer of all patents, patents pending, the Voodoo brandname and major assets to bitter rivals nVidia and recommended the dissolution of the company. In hindsight, it could be argued that 3dfx's acquisition of STB in 1998 had simply hastened the company's demise since it was at this point that many of its hitherto board manufacturer partners switched their allegiance to nVidia. At the same time nVidia sought to bring some stability to the graphics arena by making a commitment about future product cycles. They promised to release a new chip out every autumn, and a tweaked and optimised version of that chip each following spring. To date they've delivered on their promise - and deservedly retained their position of dominance!

Resolution
Resolution is a term often used interchangeably with addressability, but it more properly refers to the sharpness, or detail, of the visual image. It is primarily a function of the monitor and is determined by the beam size and dot pitch (sometimes referred to as "line pitch"). An image is created when a beam of electrons strikes phosphors which coat the base of the monitor's "screen. A group comprising one red, one green and one blue phosphor is known as a pixel. A pixel represents the smallest piece of the screen that can be controlled individually, and each pixel can be set to a different colour and intensity. A complete screen image is composed of thousands of pixels and the screen's resolution - specified in terms of a row by column figure - is the maximum number of displayable pixels. The higher the resolution, the more pixels that can be displayed and therefore the more information the screen can display at any given time.

Resolutions generally fall into predefined sets and the table below shows the series of video standards since CGA, the first to support colour/graphics capability:

	Date
	Standard
	Description
	Resolution
	No. colours

	1981
	CGA
	Colour Graphics
Adapter
	640x200
160x200
	None
16

	1984
	EGA
	Enhanced Graphics
Adapter
	640x350 
	16 from 64

	1987
	VGA
	Video Graphics
Array 
	640x480
320x200
	16 from 262,144
256

	1990
	XGA
	Extended Graphics Array 
	1024x768
	16.7 million

	 
	SXGA
	Super Extended Graphics Array
	1280x1024
	16.7 million

	 
	UXGA
	Ultra XGA
	1600x1200
	16.7 million


The lack of a widely accepted standard for >VGA pixel addressabilities was a problem for manufacturers, system builders, programmers and end users alike. The matter was addressed by the Video Electronics Standards Association (VESA) - a consortium of video adapter and monitor manufacturers whose goal is to standardise video protocols - who developed a family of video standards that were backward compatible with VGA but offered greater resolution and more colours. For a while - prior to the emergence of the "XGA" family of definitions - VESA's VGA BIOS Extensions (collectively known as Super VGA) were the closest thing to a standard. 
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Typically, an SVGA display can support a palette of up to 16.7 million colours, although the amount of video memory in a particular computer may limit the actual number of displayed colours to something less than that. Image-resolution specifications vary. In general, the larger the diagonal screen measure of an SVGA monitor, the more pixels it can display horizontally and vertically. Small SVGA monitors (14in diagonal) usually use a resolution of 800x600 and the largest (20in+ diagonal) can display 1280x1024, or even 1600x1200, pixels.

XGA was developed by IBM and was originally used to describe proprietary graphics adapters designed for use in Micro Channel Architecture expansion slots. It has subsequently become the standard used to describe cards and displays capable of displaying resolutions up to 1024x768 pixels.

VESA's SXGA standard is used to describe the next screen size up - 1280x1024. SXGA is notable in that its standard ratio is 5:4, while VGA, SVGA, XGA and UXGA are all the traditional 4:3 aspect ratio found on the majority of computer monitors.

Pixels are smaller at higher resolutions and prior to Windows 95 - and the introduction of scaleable screen objects - Windows icons and title bars were always the same number of pixels in size whatever the resolution. Consequently, the higher the screen resolution, the smaller these objects appeared - with the result that higher resolutions worked much better on physically larger monitors where the pixels are correspondingly larger. These days the ability to scale Windows objects - coupled with the option to use smaller or larger fonts - affords the use far greater flexibility, making it perfectly possible to use many 15in monitors at screen resolutions of up to 1024x768 pixels and 17in monitors at resolutions up to 1600x1200.

The table below identifies the various SVGA standards and indicates appropriate monitor sizes for each:

	 
	800x600
	1024x768
	1152x882
	1280x1024
	1600x1200
	1800x1440

	15in
	YES
	YES
	 
	 
	 
	 

	17in
	 
	YES
	YES
	YES
	YES
	 

	19in
	 
	 
	YES
	YES
	YES
	 

	21in
	 
	 
	 
	 
	YES
	YES


All SVGA standards support the display of 16 million colours, but the number of colours that can be displayed simultaneously is limited by the amount of video memory installed in a system. The greater number of colours, or the higher the resolution or, the more video memory will be required. However, since it is a shared resource reducing one will allow an increase in the other.

Colour depth
Each pixel of a screen image is displayed using a combination of three different colour signals: red, green and blue. The precise appearance of each pixel is controlled by the intensity of these three beams of light and the amount of information that is stored about a pixel determines its colour depth. The more bits that are used per pixel ("bit depth"), the finer the colour detail of the image.

The table below shows the colour depths in current use:

	Colour depth
	Description
	No. of colours
	Bytes per pixel

	4-bit
	Standard VGA
	16
	0.5

	8-bit
	256-colour mode
	256
	1.0

	16-bit
	High colour
	65,536
	2.0

	24-bit
	True colour
	16,777,216
	3.0


For a display to fool the eye into seeing full colour, 256 shades of red, green and blue are required; that is 8 bits for each of the three primary colours, hence 24 bits in total. However, some graphics cards actually require 32 bits for each pixel to display true colour, due to the way in which they use the video memory - the extra 8 bits generally being used for an alpha channel (transparencies). 

High colour uses two bytes of information to store the intensity values for the three colours, using 5 bits for blue, 5 bits for red and 6 bits for green. The resulting 32 different intensities for blue and red and 64 different intensities for green results in a very slight loss of visible image quality, but with the advantages of a lower video memory requirement and faster performance.

The 256-colour mode uses a level of indirection by introducing the concept of a "palette" of colours, selectable from the entire range of 16.7 million colours. Each colour in the 256-colour palette is defined using the standard 3-byte colour definition used in true colour: 256 possible intensities for each of red, blue and green. Any given image can then use any colour from its associated palette. 

The palette approach is an excellent compromise solution allowing for far greater precision in an image than would be possible by using the 8 bits available by, for example, assigning each pixel a 2-bit value for blue and 3-bit values each for green and red. Because of its relatively low demands on video memory the 256-colour mode is a widely used standard, especially in PCs used primarily for business applications.

Dithering
Dithering substitutes combinations of colours that a graphics card is able to generate for colours that it cannot produce. For example, if a graphics subsystem is capable of handling 256 colours, and an image that uses 65,000 colours is displayed, colours that are not available will be substituted by colours created from combinations of colours that are available. The colour quality of a dithered image is inferior to a non-dithered image. 

Dithering also refers to a technique that uses two colours to create the appearance of a third, giving a smoother appearance to otherwise abrupt transitions. In other words, it is also a method of using patterns to simulate gradations of grey or colour shades, or of anti-aliasing. 

Components
The modern PC graphics card consists of four main components:

· the graphics processor 

· the video memory 

· the random access memory digital-to-analogue converter (RAMDAC) 

· the driver software 
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The early VGA systems were slow. The CPU had a heavy workload processing the graphics data, and the quantity of data transferred across the bus to the graphics card placed excessive burdens on the system. The problems were exacerbated by the fact that ordinary DRAM graphics memory couldn't be written to and read from simultaneously, meaning that the RAMDAC would have to wait to read the data while the CPU wrote, and vice versa.

Graphics processor
The problem has been solved by the introduction of dedicated graphics processing chips on modern graphics cards. Instead of sending a raw screen image across to the frame buffer, the CPU sends a smaller set of drawing instructions, which are interpreted by the graphics card's proprietary driver and executed by the card's on-board processor. 

Operations including bitmap transfers and painting, window resizing and repositioning, line drawing, font scaling and polygon drawing can be handled by the card's graphics processor, which is designed to handle these tasks in hardware at far greater speeds than the software running on the system's CPU. The graphics processor then writes the frame data to the frame buffer. As there's less data to transfer, there's less congestion on the system bus, and the PC's CPU workload is greatly reduced.

Video memory
The memory that holds the video image is also referred to as the frame buffer and is usually implemented on the graphics card itself. Early systems implemented video memory in standard DRAM. However, this requires continual refreshing of the data to prevent it from being lost and cannot be modified during this refresh process. The consequence, particularly at the very fast clock speeds demanded by modern graphics cards, is that performance is badly degraded. 

An advantage of implementing video memory on the graphics board itself is that it can be customised for its specific task and, indeed, this has resulted in a proliferation of new memory technologies:

· Video RAM (VRAM): a special type of dual-ported DRAM, which can be written to and read from at the same time. It also requires far less frequent refreshing than ordinary DRAM and consequently performs much better 

· Windows RAM (WRAM): as used by the hugely successful Matrox Millennium card, is also dual-ported and can run slightly faster than conventional VRAM 

· EDO DRAM: which provides a higher bandwidth than DRAM, can be clocked higher than normal DRAM and manages the read/write cycles more efficiently 

· SDRAM: Similar to EDO RAM except the memory and graphics chips run on a common clock used to latch data, allowing SDRAM to run faster than regular EDO RAM 

· SGRAM: Same as SDRAM but also supports block writes and write-per-bit, which yield better performance on graphics chips that support these enhanced features 

· DRDRAM: Direct RDRAM is a totally new, general-purpose memory architecture which promises a 20-fold performance improvement over conventional DRAM. 

Some designs integrate the graphics circuitry into the motherboard itself and use a portion of the system's RAM for the frame buffer. This is called unified memory architecture and is used for reasons of cost reduction only. Since such implementations cannot take advantage of specialised video memory technologies they will always result in inferior graphics performance.

The information in the video memory frame buffer is an image of what appears on the screen, stored as a digital bitmap. But while the video memory contains digital information its output medium, the monitor, uses analogue signals. The analogue signal requires more than just an on or off signal, as it's used to determine where, when and with what intensity the electron guns should be fired as they scan across and down the front of the monitor. This is where the RAMDAC comes in.

The table below summarises the characteristics of six popular types of memory used in graphics subsystems: 

	 
	EDO
	VRAM
	WRAM
	SDRAM
	SGRAM
	RDRAM

	Max.
throughput
(MBps)
	400
	400
	960
	800
	800
	600

	Dual- or
single-ported
	single
	dual
	dual
	single
	single
	single

	Typical Data Width
	64
	64
	64
	64
	64
	8

	Speed (typical)
	50-60ns 
	50-60ns
	50-60ns
	10-15ns
	8-10ns
	330MHz clock speed


1998 saw dramatic changes in the graphics memory market and a pronounced market shift toward SDRAMs caused by the price collapse of SDRAMs and resulting price gap with SGRAMs. However, delays in the introduction of RDRAM, coupled with its significant cost premium, saw SGRAM - and in particular DDR SGRAM, which performs I/O transactions on both rising and falling edges of the clock cycle - recover its position of graphics memory of choice during the following year. 

The greater number of colours, or the higher the resolution or, the more video memory will be required. However, since it is a shared resource reducing one will allow an increase in the other. The table below shows the possible combinations for typical amounts of video memory:

	Video memory
	Resolution
	Colour depth
	No. colours

	1Mb
	1024x768
800x600
	8-bit
16-bit
	256
65,536

	2Mb
	1024x768
1280x1024
800x600
	8-bit
16-bit
24-bit
	256
65,536
16.7 million

	4Mb
	1024x768
	24-bit
	16.7 million

	6Mb
	1280x1024
	24-bit
	16.7 million

	8Mb
	1600x1200
	32-bit
	16.7 million


Even though the total amount of video memory installed may not be needed for a particular resolution, the extra memory is often used for caching information for the graphics processor. For example, the caching of commonly used graphical items - such as text fonts and icons - avoids the need for the graphics subsystem to load these each time a new letter is written or an icon is moved and thereby improves performance.

RAMDAC
Many times per second, the RAMDAC reads the contents of the video memory, converts it into an analogue RGB signal and sends it over the video cable to the monitor. It does this by using a look-up table to convert the digital signal to a voltage level for each colour. There is one Digital-to-Analogue Converter (DAC) for each of the three primary colours the CRT uses to create a complete spectrum of colours. The intended result is the right mix needed to create the colour of a single pixel. The rate at which the RAMDAC can convert the information, and the design of the graphics processor itself, dictates the range of refresh rates that the graphics card can support. The RAMDAC also dictates the number of colours available in a given resolution, depending on its internal architecture.
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Last Updated - 27Mar03
In an industry in which development is so rapid, it is somewhat surprising that the technology behind monitors and televisions is over a hundred years old. Whilst confusion surrounds the precise origins of the cathode-ray tube, or CRT, it's generally agreed that German scientist Karl Ferdinand Braun developed the first controllable CRT in 1897, when he added alternating voltages to the device to enable it to send controlled streams of electrons from one end of the tube to the other. However, it wasn't until the late 1940s that CRTs were used in the first television sets. Although the CRTs found in modern day monitors have undergone modifications to improve picture quality, they still follow the same basic principles.

The demise of the CRT monitor as a desktop PC peripheral had been long predicted, and not without good reason:

· they're heavy and bulky 

· they're power hungry - typically 150W for a 17in monitor 

· their high-voltage electric field, high- and low frequency magnetic fields and x-ray radiation have proven to be harmful to humans in the past 

· the scanning technology they employ makes flickering unavoidable, causing eye strain and fatigue 

· their susceptibility to electro-magnetic fields makes them vulnerable in military environments 

· their surface is often either spherical or cylindrical, with the result that straight lines do not appear straight at the edges. 

Whilst competing technologies - such as LCDs and PDPs had established themselves in specialist areas, there are several good reasons to explain why the CRT was able to maintain its dominance in the PC monitor market into the new millennium: 

· phosphors have been developed over a long period of time, to the point where they offer excellent colour saturation at the very small particle size required by high-resolution displays 

· the fact that phosphors emit light in all directions means that viewing angles of close to 180 degrees are possible 

· since an electron current can be focused to a small spot, CRTs can deliver peak luminances as high as 1000 cd/m2 (or 1000 nits) 

· CRTs use a simple and mature technology and can therefore be manufactured inexpensively in many industrialised countries 

· whilst the gap is getting smaller all the time, they remain significantly cheaper than alternative display technologies. 

However, by 2001 the writing was clearly on the wall and the CRT's long period of dominance appeared finally to be coming to an end. In the summer of that year Philips Electronics - the world's largest CRT manufacturer - had agreed to merge its business with that of rival LG Electronics, Apple had begun shipping all its systems with LCD monitors and Hitachi had closed its $500m-a-year CRT operation, proclaiming that "there are no prospects for growth of the monitor CRT market". Having peaked at a high of approaching $20 billion in 1999, revenues from CRT monitor sales were forecast to plunge to about half that figure by 2007.

Anatomy
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Most CRT monitors have case depths about as deep as the screen is wide, begging the question "what is it that's inside a monitor that requires as much space as a PC's system case itself?"

A CRT is essentially an oddly-shaped, sealed glass bottle with no air inside. It begins with a slim neck and tapers outward until it forms a large base. The base is the monitor's "screen" and is coated on the inside with a matrix of thousands of tiny phosphor dots. Phosphors are chemicals which emit light when excited by a stream of electrons: different phosphors emit different coloured light. Each dot consists of three blobs of coloured phosphor: one red, one green, one blue. These groups of three phosphors make up what is known as a single pixel.

In the "bottle neck" of the CRT is the electron gun, which is composed of a cathode, heat source and focusing elements. Colour monitors have three separate electron guns, one for each phosphor colour. Images are created when electrons, fired from the electron guns, converge to strike their respective phosphor blobs. 

Convergence is the ability of the three electron beams to come together at a single spot on the surface of the CRT. Precise convergence is necessary as CRT displays work on the principal of additive coloration, whereby combinations of different intensities of red green and blue phosphors create the illusion of millions of colours. When each of the primary colours are added in equal amounts they will form a white spot, while the absence of any colour creates a black spot. Misconvergence shows up as shadows which appear around text and graphic images.
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The electron gun radiates electrons when the heater is hot enough to liberate electrons (negatively charged) from the cathode. In order for the electrons to reach the phosphor, they have first to pass through the monitor's focusing elements. While the radiated electron beam will be circular in the middle of the screen, it has a tendency to become elliptical as it spreads its outer areas, creating a distorted image in a process referred to as astigmatism. The focusing elements are set up in such a way as to initially focus the electron flow into a very thin beam and then - having corrected for astigmatism - in a specific direction. This is how the electron beam lights up a specific phosphor dot, the electrons being drawn toward the phosphor dots by a powerful, positively charged anode, located near the screen.

The deflection yoke around the neck of the CRT creates a magnetic field which controls the direction of the electron beams, guiding them to strike the proper position on the screen. This starts in the top left corner (as viewed from the front) and flashes on and off as it moves across the row, or "raster", from left to right. When it reaches the edge of the screen, it stops and moves down to the next line. Its motion from right to left is called horizontal retrace and is timed to coincide with the horizontal blanking interval so that the retrace lines will be invisible. The beam repeats this process until all lines on the screen are traced, at which point it moves from the bottom to the top of the screen - during the vertical retrace interval - ready to display the next screen image.

Since the surface of a CRT is not truly spherical, the beams which have to travel to the centre of the display are foreshortened, while those that travel to the corners of the display are comparatively longer. This means that the period of time beams are subjected to magnetic deflection varies, according to their direction. To compensate, CRT's have a deflection circuit which dynamically varies the deflection current depending on the position that the electron beam should strike the CRT surface.

	Before the electron beam strikes the phosphor dots, it travels thorough a perforated sheet located directly in front of the phosphor. Originally known as a "shadow mask", these sheets are now available in a number of forms, designed to suit the various CRT tube technologies that have emerged over the years. They perform a number of important functions:

· they "mask" the electron beam, forming a smaller, more rounded point that can strike individual phosphor dots cleanly 

· they filter out stray electrons, thereby minimising "overspill" and ensuring that only the intended phosphors are hit 

· by guiding the electrons to the correct phosphor colours, they permit independent control of brightness of the monitor's three primary colours. 
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When the beam impinges on the front of the screen, the energetic electrons collide with the phosphors that correlate to the pixels of the image that's to be created on the screen. When this happens each is illuminated, to a greater or lesser extent, and light is emitted in the colour of the individual phosphor blobs. Their proximity causes the human eye to perceive the combination as a single coloured pixel.

Resolution and refresh rate
The most important aspect of a monitor is that it should give a stable display at the chosen resolution and colour palette. A screen that shimmers or flickers, particularly when most of the picture is showing white (as in Windows), can cause itchy or painful eyes, headaches and migraines. It is also important that the performance characteristics of a monitor be carefully matched with those of the graphics card driving it. It's no good having an extremely high performance graphics accelerator, capable of ultra high resolutions at high flicker-free refresh rates, if the monitor cannot lock onto the signal. 

Resolution is the number of pixels the graphics card is describing the desktop with, expressed as a horizontal by vertical figure. Standard VGA resolution is 640x480 pixels. This was pretty much obsolete by the beginning of the new millennium, when the commonest CRT monitor resolutions were SVGA and XGA - 800x600 and 1024x768 pixels respectively. 

Refresh rate, or vertical scanning frequency, is measured in Hertz (Hz) and represents the number of frames displayed on the screen per second. Too few, and the eye will notice the intervals in between and perceive a flickering display. It is generally accepted - including by standards bodies such as VESA - that a monitor requires a refresh rate of 75Hz or above for a flicker-free display. A computer's graphics circuitry creates a signal based on the Windows desktop resolution and refresh rate. This signal is known as the horizontal scanning frequency, (HSF) and is measured in KHz. A multi-scanning or "autoscan" monitor is capable of locking on to any signal which lies between a minimum and maximum HSF. If the signal falls out of the monitor's range, it will not be displayed.

Thus, the formula for calculating a CRT monitor's maximum refresh rate is:

VSF = HSF / number of horizontal lines x 0.95, where

VSF = vertical scanning frequency (refresh rate) and HSF = horizontal scanning frequency.

So, a monitor with a horizontal scanning frequency of 96kHz at a resolution of 1280x1024 would have a maximum refresh rate of:

VSF = 96,000 / 1024 x 0.95 = 89Hz.

If the same monitor were set to a resolution of 1600x1200, its maximum refresh rate would be:

VSF = 96,000 / 1200 x 0.95 = 76Hz.

Interlacing
Back in the 1930s, TV broadcast engineers had to design a transmission and reception system that satisfied a number of criteria: 

· that functioned in harmony with the electricity supply system 

· was economic with broadcast radio wave bandwidth 

· could produce an acceptable image on the CRT displays of the time without undue flicker. 

The mains electricity supply in Europe and the USA was 50Hz and 60Hz respectively and an acceptable image frame rate for portraying motion in cinemas had already been established at 24fps. At the time it was not practical to design a TV system that operated at either of the main electricity rates at the receiver end and, in any case, the large amount of broadcast bandwidth required would have been uneconomical. Rates of 25fps and 30fps would reduce the broadcast space needed to within acceptable bounds but updating images at those rates on a phosphor type CRT display would produce an unacceptable level of flickering.

The solution the engineers came up with was to split each TV frame into two parts, or "fields", each of which would contain half the scan lines from each frame. The first field - referred to as either the "top" or "odd" field - would contain all the odd numbered scan lines, while the "bottom" or "even" field would contain all the even numbered scan lines. The electron gun in the TV's CRT would scan through all the odd rows from top to bottom, then start again with the even rows, each pass taking 1/50th or 1/60th of a second in Europe or the USA respectively.

This interlaced scanning system proved to be an effective compromise. In Europe it amounted to an effective update frequency of 50Hz, reducing the perception of flicker to within acceptable bounds whilst at the same time using no more broadcast bandwidth than a 25fps (50 fields per second) system. The reason it works so well is due to a combination of the psycho-visual characteristics of the Human Visual System (HVS) and the properties of the phosphors used in a CRT display. Flicker perceptibility depends on many factors including image size, brightness, colour, viewing angle and background illumination and, in general, the HVS is far less sensitive to flickering detail than to large area flicker. The effect of this, in combination with the fact that phosphors continue to glow for a period of time after they have been excited by an electron beam, is what creates the illusion of the two fields of each TV frame merging together to create the appearance of complete frames.

There was a time when whether or not a PC's CRT monitor was interlaced was as important an aspect of its specification as its refresh rate. However, for a number of years now these displays have been designed for high resolution computer graphics and text and with shorter persistence phosphors, making operation in interlaced mode completely impractical. Moreover, by the new millennium display many alternative display technologies had emerged - LCD, PDP, LEP, DLP etc. - that were wholly incompatible with the concept of interlaced video signals.

Dot pitch
The maximum resolution of a monitor is dependent on more than just its highest scanning frequencies. Another factor is dot pitch, the physical distance between adjacent phosphor dots of the same colour on the inner surface of the CRT. Typically, this is between 0.22mm and 0.3mm. The smaller the number, the finer and better resolved the detail. However, trying to supply too many pixels to a monitor without a sufficient dot pitch to cope causes very fine details, such as the writing beneath icons, to appear blurred.

There's more than one way to group three blobs of coloured phosphor - indeed, there's no reason why they should even be circular blobs. A number of different schemes are currently in use, and care needs to be taken in comparing the dot pitch specification of the different types. With standard dot masks, the dot pitch is the centre-to-centre distance between two nearest-neighbour phosphor dots of the same colour, which is measured along a diagonal. The horizontal distance between the dots is 0.866 times the dot pitch. For masks which use stripes rather than dots, the pitch equals the horizontal distance between two same coloured strips. This means that the dot pitch on a standard shadow mask CRT should be multiplied by 0.866 before it is compared with the dot pitch of these other types of monitor.

Some monitor manufacturers publish a mask pitch instead of a dot pitch. However, since the mask is about 1/2in behind the phosphor surface of the screen, a 0.21mm mask pitch might actually translate into a 0.22mm phosphor dot pitch by the time the beam strikes the screen. Also, because CRT tubes are not completely flat, the electron beam tends to spread out into an oval shape as it reaches the edges of the tube. This has led to some manufacturers specifying two dot pitch measurements, one for the centre of the screen and one for the its outermost edges.

Overall, the difficulty in directly comparing the dot pitch values of different displays means that other factors - such as convergence, video bandwidth and focus - are often a better basis for comparing monitors than dot pitch.

Dot trio
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The vast majority of computer monitors use circular blobs of phosphor and arrange them in triangular formation. These groups are known as "triads" and the arrangement is a dot trio design. The shadow mask is located directly behind the phosphor layer - each perforation corresponding with phosphor dot trios - and assists in masking unnecessary electrons, avoiding overspill and resultant blurring of the final picture. 

Because the distance between the source and the destination of the electron stream towards the middle of the screen is smaller than at the edges, the corresponding area of the shadow mask get hotter. To prevent it from distorting - and redirecting the electrons incorrectly - manufacturers typically construct it from Invar, an alloy with a very low coefficient of expansion.

This is all very well, except that the shadow mask used to avoid overspill occupies a large percentage of the screen area. Where there are portions of mask, there's no phosphor to glow and less light means a duller image.

The brightness of an image matters most for full-motion video and with multimedia becoming an increasing important market consideration a number of improvements have been made to make dot-trio mask designs brighter. Most approaches to minimising glare involve filters that also affect brightness. The new schemes filter out the glare without affecting brightness as much.

Toshiba's Microfilter CRT places a separate filter over each phosphor dot and makes it possible to use a different colour filter for each colour dot. Filters over the red dots, for example, let red light shine through, but they also absorb other colours from ambient light shining on screen - colours that would otherwise reflect off as glare. The result is brighter, purer colours with less glare. Other companies are offering similar improvements. Panasonic's Crystal Vision CRTs use a technology called dye-encapsulated phosphor, which wraps each phosphor particle in its own filter and ViewSonic offers an equivalent capability as part of its new SuperClear screens.

Aperture Grill
[image: image87.png]Modem
[ = -

Telephone Exchange ><




In the 1960s, Sony developed an alternative tube technology known as Trinitron. It combined the three separate electron guns into one device: Sony refers to this as a Pan Focus gun. Most interesting of all, Trinitron tubes were made from sections of a cylinder, vertically flat and horizontally curved, as opposed to conventional tubes using sections of a sphere which are curved in both axes. Rather than grouping dots of red, green and blue phosphor in triads, Trinitron tubes lay their coloured phosphors down in uninterrupted vertical stripes. 

Consequently, rather than use a solid perforated sheet, Trinitron tubes use masks which separate the entire stripes instead of each dot - and Sony calls this the "aperture grill". This replaces the shadow mask with a series of narrow alloy strips that run vertically across the inside of the tube. Their equivalent measure to a shadow mask's dot pitch is known as "stripe pitch". Rather than using conventional phosphor dot triplets, aperture grill-based tubes have phosphor lines with no horizontal breaks, and so rely on the accuracy of the electron beam to define the top and bottom edges of a pixel. Since less of the screen area is occupied by the mask and the phosphor is uninterrupted vertically, more of it can glow, resulting in a brighter, more vibrant display. 

Aperture grill monitors also confer advantages with respect to the sharpness of an image's focus. Since more light can pass through an aperture grill than a shadow mask, it means that bright images can be displayed with less current. The more current needed to write an image to the screen, the thicker the electron beam becomes. The consequence of this is that the electron beam illuminates areas around the spot for which it is intended, causing the edges of the intended image to blur.

Because aperture grill strips are very narrow, there's a possibility that they might move, due to expansion or vibration. In an attempt to eliminate this, horizontal damper wires are fitted to increase stability. This reduces the chances of aperture grill misalignment, which can cause vertical streaking and blurring. The down side is that because the damper wires obstruct the flow of electrons to the phosphors, they are just visible upon close inspection. Trinitron tubes below 17in or so get away with one wire, while the larger model require two. A further down side is mechanical instability. A tap on the side of a Trinitron monitor can cause the image wobble noticeably for a moment. This is understandable given that the aperture grill's fine vertical wires are held steady in only one or two places, horizontally.

Mitsubishi followed Sony's lead with the design of its similar Diamondtron tube.

Slotted mask
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Capitalising on the advantages of both the shadow mask and aperture grill approaches, NEC has developed a hybrid mask type which uses a slot-mask design borrowed from a TV monitor technology originated in the late 1970s by RCA and Thorn. Virtually all non-Trinitron TV sets use elliptically-shaped phosphors grouped vertically and separated by a slotted mask.

In order to allow a greater amount of electrons through the shadow mask, the standard round perforations are replaced with vertically-aligned slots. The design of the trios is also different, and features rectilinear phosphors that are arranged to make best use of the increased electron throughput.

The slotted mask design is mechanically stable due to the criss-cross of horizontal mask sections but exposes more phosphor than a conventional dot-trio design. The result is not quite as bright as with an aperture grill but much more stable and still brighter than dot-trio. It is unique to NEC, and the company capitalised on the design's improved stability in early 1996 when it fit the first ChromaClear monitors to come to market with speakers and microphones and claimed them to be "the new multimedia standard".

Enhanced Dot Pitch
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Developed by Hitachi, EDP is the newest mask technology, coming to market in late 1997. This takes a slightly different approach, concentrating more on the phosphor implementation than the shadow mask or aperture grill.

On a typical shadow mask CRT, the phosphor trios are more or less arranged equilaterally, creating triangular groups that are distributed evenly across the inside surface of the tube. Hitachi has reduced the distance between the phosphor dots on the horizontal, creating a dot trio that's more akin to an isosceles triangle. To avoid leaving gaps between the trios, which might reduce the advantages of this arrangement, the dots themselves are elongated, so are oval rather than round.

The main advantage of the EDP design is most noticeable in the representation of fine vertical lines. In conventional CRTs, a line drawn from the top of the screen to the bottom will sometimes "zigzag" from one dot trio to the next group below, and then back to the one below that. Bringing adjacent horizontal dots closer together reduces this and has an effect on the clarity of all images.
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Last Updated - 13Mar03
With a 100-year head start over competing screen technologies, the CRT is still a formidable technology. It's based on universally understood principles and employs commonly available materials. The result is cheap-to-make monitors capable of excellent performance, producing stable images in true colour at high display resolutions. 

However, no matter how good it is, the CRT's most obvious shortcomings are well known:

· it sucks up too much electricity 

· its single electron beam design is prone to misfocus 

· misconvergence and colour variations across the screen 

· its clunky high-voltage electric circuits and strong magnetic fields create harmful electromagnetic radiation 

· it's simply too big. 

With even those with the biggest vested interest in CRTs spending vast sums on research and development, it is inevitable that one of the several flat panel display technologies will win out in the long run. However, this is taking longer than was once thought, and current estimates suggest that flat panels are unlikely to account for greater than 50% of the market before the year 2004.

Liquid crystal displays
Liquid crystals were first discovered in the late 19th century by the Austrian botanist, Friedrich Reinitzer, and the term "liquid crystal" itself was coined shortly afterwards by German physicist, Otto Lehmann. 

Liquid crystals are almost transparent substances, exhibiting the properties of both solid and liquid matter. Light passing through liquid crystals follows the alignment of the molecules that make them up - a property of solid matter. In the 1960s it was discovered that charging liquid crystals with electricity changed their molecular alignment, and consequently the way light passed through them; a property of liquids. 

Since its advent in 1971 as a display medium, liquid crystal displays have moved into a variety of fields, including miniature televisions, digital still and video cameras and monitors and today many believe that the LCD is the most likely technology to replace the CRT monitor. The technology involved has been developed considerably since its inception, to the point where today's products no longer resemble the clumsy, monochrome devices of old. It has a head start over other flat screen technologies and an apparently unassailable position in notebook and handheld PCs where it is available in two forms:

· low-cost, dual-scan twisted nematic (DSTN) 

· high image quality thin film transistor (TFT). 

Principles
LCD is a transmissive technology. The display works by letting varying amounts of a fixed-intensity white backlight through an active filter. The red, green and blue elements of a pixel are achieved through simple filtering of the white light.

Most liquid crystals are organic compounds consisting of long rod-like molecules which, in their natural state, arrange themselves with their long axes roughly parallel. It is possible to precisely control the alignment of these molecules by flowing the liquid crystal along a finely grooved surface. The alignment of the molecules follows the grooves, so if the grooves are exactly parallel, then the alignment of the molecules also becomes exactly parallel. 
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In their natural state, LCD molecules are arranged in a loosely ordered fashion with their long axes parallel. However, when they come into contact with a grooved surface in a fixed direction, they line up parallely along the grooves. 

The first principle of an LCD consists of sandwiching liquid crystals between two finely grooved surfaces, where the grooves on one surface are perpendicular (at 90 degrees) to the grooves on the other. If the molecules at one surface are aligned north to south, and the molecules on the other are aligned east to west, then those in-between are forced into a twisted state of 90 degrees. Light follows the alignment of the molecules, and therefore is also twisted through 90 degrees as it passes through the liquid crystals. However, following RCA America's discovery, when a voltage is applied to the liquid crystal, the molecules rearrange themselves vertically, allowing light to pass through untwisted. 

The second principle of an LCD relies on the properties of polarising filters and light itself. Natural light waves are orientated at random angles. A polarising filter is simply a set of incredibly fine parallel lines. These lines act like a net, blocking all light waves apart from those (coincidentally) orientated parallel to the lines. A second polarising filter with lines arranged perpendicular (at 90 degrees) to the first would therefore totally block this already polarised light. Light would only pass through the second polariser if its lines were exactly parallel with the first, or if the light itself had been twisted to match the second polariser.
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A typical twisted nematic (TN) liquid crystal display consists of two polarising filters with their lines arranged perpendicular (at 90 degrees) to each other, which, as described above, would block all light trying to pass through. But in-between these polarisers are the twisted liquid crystals. Therefore light is polarised by the first filter, twisted through 90 degrees by the liquid crystals, finally allowing it to completely pass through the second polarising filter. However, when an electrical voltage is applied across the liquid crystal, the molecules realign vertically, allowing the light to pass through untwisted but to be blocked by the second polariser. Consequently, no voltage equals light passing through, while applied voltage equals no light emerging at the other end. 

The crystals in an LCD could be alternatively arranged so that light passed when there was a voltage, and not passed when there was no voltage. However, since computer screens with graphical interfaces are almost always lit up, power is saved by arranging the crystals in the no-voltage-equals-light-passing configuration.

Rules
LCDs follow a different set of rules than CRT displays offering advantages in terms of bulk, power consumption and flicker, as well as "perfect" geometry. They have the disadvantage of a much higher price, a poorer viewing angle and less accurate colour performance. 
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While CRTs are capable are displaying a range of resolutions and scaling them to fit the screen, an LCD panel has a fixed number of liquid crystal cells and can display only one resolution at full-screen size using one cell per pixel. Lower resolutions can be displayed by using only a proportion of the screen. For example, a 1024x768 panel can display at resolution of 640x480 by using only 66% of the screen. Most LCDs are capable of rescaling lower-resolution images to fill the screen through a process known as rathiomatic expansion. However, this works better for continuous-tone images like photographs than it does for text and images with fine detail, where it can result in badly aliased objects as jagged artefacts appear to fill in the extra pixels. The best results are achieved by LCDs that resample the screen when scaling it up, thereby anti-aliasing the image when filling in the extra pixels. Not all LCDs can do this, however.

While support for multiple resolutions may not be a their strong point, the ability to pivot the screen from a landscape to a portrait orientation is a feature that is particularly suited to flat panels. The technology that accomplishes this has been around since the mid-1990s and is now licensed by leading monitor and notebook manufacturers worldwide. Portrait mode is particularly appropriate for a number of the most popular PC applications - such as word processing, browsing the WWW and DTP - and an increasing number of LCD panels come with a suitable base and the necessary software to support the feature. By the early 2000s many flat panels supported SXGA as their native resolution. SXGA is interesting in that it uses a 5:4 aspect ratio, unlike the other standards display resolutions, which use 4:3. 1024x1280 is particularly appropriate mode for web browsing, since so many web sites - like the PCTechGuide! - are optimised for a 1024 horizontal resolution.

Unlike CRT monitors, the diagonal measurement of an LCD is the same as its the viewable area, so there's no loss of the traditional inch or so behind the monitor's faceplate or bezel. The combination makes any LCD a match for a CRT 2 to 3 inches larger:

	Flat Panel size
	CRT size
	Typical resolution

	13.5in
	15in
	800x600

	14.5in to 15in
	17in
	1024x768

	17in to 18in
	21in
	1280x1024  or
1600x1200


By early 1999 a number of leading manufacturers had 18.1in TFT models on the market capable of a native resolution of 1280x1024.

A CRT has three electron guns whose streams must converge faultlessly in order to create a sharp image. There are no convergence problems with an LCD panel, because each cell is switched on and off individually. This is one reason why text looks so crisp on an LCD monitor. There's no need to worry about refresh rates and flicker with an LCD panel - the LCD cells are either on or off, so an image displayed at a refresh rate as low as between 40-60Hz should not produce any more flicker than one at a 75Hz refresh rate.

Conversely, it's possible for one or more cells on the LCD panel to be flawed. On a 1024x768 monitor, there are three cells for each pixel - one each for red, green, and blue - which amounts to nearly 2.4 million cells (1024x768x 3 = 2,359,296). There's only a slim chance that all of these will be perfect; more likely, some will be stuck on (creating a "bright" defect) or off (resulting in a "dark" defect). Some buyers may think that the premium cost of an LCD display entitles them to perfect screens - unfortunately, this is not the case.

LCD monitors have other elements that you don't find in CRT displays. The panels are lit by fluorescent tubes that snake through the back of the unit; sometimes, a display will exhibit brighter lines in some parts of the screen than in others. It may also be possible to see ghosting or streaking, where a particularly light or dark image can affect adjacent portions of the screen. And fine patterns such as dithered images may create moiré or interference patterns that jitter.

Viewing angle problems on LCDs occur because the technology is a transmissive system which works by modulating the light that passes through the display, while CRTs are emissive. With emissive displays, there's a material that emits light at the front of the display, which is easily viewed from greater angles. In an LCD, as well as passing through the intended pixel, obliquely emitted light passes through adjacent pixels, causing colour distortion.

Until the new millennium, most LCD monitors plugged into a computer's familiar 15-pin analogue VGA port and used an analogue-to-digital converter to convert the signal into a form the panel can use. In fact, by then VGA represented an impediment to the adoption of new flat panel display technologies, because of the added cost for these systems to support an analogue interface.

However, by the late 1990s several working groups had proposed digital interface solutions for LCDs, but without gaining the widespread support necessary for the establishment of a standard. The impasse was finally broken through the efforts of the Digital Display Working Group (DDWG) - which included computer industry leaders Intel, Compaq, Fujitsu, Hewlett-Packard, IBM, NEC and Silicon Image - which had been formed in the autumn of 1998 with the objective of delivering a robust, comprehensive and extensible specification of the interface between digital displays and high-performance PCs. In the spring of 1999 the DDWG approved the first version of the Digital Visual Interface (DVI), a comprehensive specification which addressed protocol, electrical and mechanical definitions, was scalable to high-resolution digital support and which provided a connector that supported both analogue and digital displays.

DSTN displays
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A normal passive matrix LCD comprises a number of layers. The first is a sheet of glass coated with metal oxide. The material used is highly transparent material so as not to interfere with the quality of the image's integrity. This operates as a grid of row and column electrodes which passes the current needed to activate the screen elements. On top of this, a polymer is applied that has a series of parallel grooves running across it to align the liquid crystal molecules in the appropriate direction, and to provide a base on which the molecules are attached. This is known as the alignment layer and is repeated on another glass plate that also carries a number of spacer beads, which maintain a uniform distance between the two sheets of glass when they're placed together.

The edges are then sealed with an epoxy, but with a gap left in one corner. This allows liquid-crystal material to be injected between the sheets (in a vacuum) before the plates are sealed completely. In early models, this process was prone to faults, resulting in stuck or lost pixels where the liquid crystal material had failed to reach all parts of the screen.

Next, polarising layers are applied to the outer-most surfaces of each glass sheet to match the orientation of the alignment layers. With DSTN, or dual scan screens, the orientation of alignment layers varies between 90 degrees and 270 degrees, depending on the total rotation of the liquid crystals between them. A backlight is added, typically in the form of cold-cathode fluorescent tubes mounted along the top and bottom edges of the panel, the light from these being distributed across the panel using a plastic light guide or prism.
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The image which appears on the screen is created by this light as it passes through the layers of the panel. With no power applied across the LCD panel, light from the backlight is vertically polarised by the rear filter and refracted by the molecular chains in the liquid crystal so that it emerges from the horizontally polarised filter at the front. Applying a voltage realigns the crystals so that light can't pass, producing a dark pixel. Colour LCD displays simply use additional red, green and blue coloured filters over three separate LCD elements to create a single multi-coloured pixel. 

However, the LCD response itself is very slow with the passive matrix driving scheme. With rapidly changing screen content such as video or fast mouse movements, smearing often occurs because the display can't keep up with the changes of content. In addition, passive matrix driving causes ghosting, an effect whereby an area of "on" pixels causes a shadow on "off" pixels in the same rows and columns. The problem of ghosting can be reduced considerably by splitting the screen in two and refreshing the halves independently and other improvements are likely to result from several other independent developments coming together to improve passive-matrix screens.

In the late 1990s, several evolutionary developments simultaneously increased dual-scan displays' speed and contrast. HPD (hybrid passive display) LCDs, codeveloped by Toshiba and Sharp, used a different formulation of the liquid crystal material, to provide an incremental, though significant, improvement in display quality at little increased cost. A lower viscosity liquid crystal means that the material can switch between states more quickly. Combined with an increased number of drive pulses applied to each line of pixels, this improvement allowed an HPD LCD to outperform DSTN and get closer to active matrix LCD performance. For example, DSTN cells have a response time of 300ms, compared to an HPD cell's 150ms and a TFT's 25ms. Contrast is improved from the previous typical 40:1 ratio to closer to 50:1 and crosstalk has also been improved.

Another approach was a technique called multiline addressing, which analysed the incoming video signal and switched the panel as quickly as the specific image allowed. Sharp offered a proprietary version of this technique called Sharp Addressing; Hitachi's version was called High Performance Addressing (HPA). These newer-generation panels all but eliminated ghosting, and generally delivered video quality and viewing angles that put them at least in the same ballpark as TFT screens, if still not quite in the same league.

Creating colour
In order to create the shades required for a full-colour display, there have to be some intermediate levels of brightness between all-light and no-light passing through. The varying levels of brightness required to create a full-colour display is achieved by changing the strength of the voltage applied to the crystals. The liquid crystals in fact untwist at a speed directly proportional to the strength of the voltage, thereby allowing the amount of light passing through to be controlled. In practice, though, the voltage variation of today's LCDs can only offer 64 different shades per element (6-bit) as opposed to full-colour CRT displays which can create 256 shades (8-bit). Using three elements per pixel, this results in colour LCDs delivering a maximum of 262,144 colours (18-bit), compared to true-colour CRT monitors supplying 16,777,216 colours (24-bit).

As multimedia applications become more widespread, the lack of true 24-bit colour on LCD panels is becoming an issue. Whilst 18-bit is fine for most applications, it is insufficient for photographic or video work. Some LCD designs manage to extend the colour depth to 24-bit by displaying alternate shades on successive frame refreshes, a technique known as Frame Rate Control (FRC). However, if the difference is too great, flicker is perceived. 

Hitachi has developed a technique, whereby the voltage applied to adjacent cells to create patterns changes very slightly across a sequence of three or four frames. With it, Hitachi can simulate not quite 256 greyscales, but still a highly respectable 253 greyscales, which translates into over 16 million colours - virtually indistinguishable from 24-bit true colour.

TFT displays
Many companies have adopted Thin Film Transistor (TFT) technology to improve colour screens. In a TFT screen, also known as active matrix, an extra matrix of transistors is connected to the LCD panel - one transistor for each colour (RGB) of each pixel. These transistors drive the pixels, eliminating at a stroke the problems of ghosting and slow response speed that afflict non-TFT LCDs. The result is screen response times of the order of 25ms, contrast ratios in the region of 200:1 to 400:1 and brightness values between 200 and 250cd/m2 (candela per square metre). 

The liquid crystal elements of each pixel are arranged so that in their normal state (with no voltage applied) the light coming through the passive filter is polarised so as to pass through the screen. When a voltage is applied across the liquid crystal elements they twist by up to ninety degrees in proportion to the voltage, changing their polarisation and thereby blocking the light's path. The transistors control the degree of twist and hence the intensity of the red, green and blue elements of each pixel forming the image on the display.

TFT screens can be made much thinner than LCDs, making them lighter, and refresh rates now approach those of CRTs as the current runs about ten times faster than on a DSTN screen. VGA screens need 921,000 transistors (640x480x3), while a resolution of 1024x768 needs 2,359,296 and each has to be perfect. The complete matrix of transistors has to be produced on a single, expensive silicon wafer and the presence of more than a couple of impurities means that the whole wafer must be discarded. This leads to a high wastage rate and is the main reason for the high price of TFT displays. It's also the reason why in any TFT display there are liable to be a couple of defective pixels where the transistors have failed.

There are two phenomenon which define a defective LCD pixel:

· a "lit" pixel, which appears as one or several randomly-placed red, blue and/or green pixel elements on an all-black background, or 

· a "missing" or "dead" pixel, which appears as a black dot on all-white backgrounds. 

The former is the more common and is the result of a transistor occasionally shorting on, resulting in a permanently "turned-on" (red, green or blue) pixel. Unfortunately, fixing the transistor itself is not possible after assembly. It is possible to disable an offending transistor using a laser. However, this just creates black dots which would appear on a white background. Permanently turned on pixels are a fairly common occurrence in LCD manufacturing and LCD manufacturers set limits - based on user feedback and manufacturing cost data - as to how many defective pixels are acceptable for a given LCD panel. The goal in setting these limits is to maintain reasonable product pricing while minimising the degree of user distraction from defective pixels. For example, a 1024x768 native resolution panel - containing a total of 2,359,296 (1024x768x3) pixels - which has 20 defective pixels, would have a pixel defect rate of (20/2,359,296)*100 = 0.0008%.

TFT panels have undergone significant evolution since the days of the early, Twisted Nematic (TN) technology based panels.

In-Plane Switching
Jointly developed by Hosiden and NEC - In-Plane Switching (IPS) was one of the first refinements to produce significant gains in the light-transmissive characteristics of TFT panels. In a standard TFT display when one end of the crystal is fixed and a voltage applied, the crystal untwists, changing the angle of polarisation of the transmitted light. A downside of basic TN technology is that the alignment of molecules of liquid crystal alters the further away they are from the electrode. With IPS, the crystals are horizontal rather than vertical, and the electrical field is applied between each end of the crystal. This improves the viewing angles considerably, but means that two transistors are needed for every pixel, instead of the one needed for a standard TFT display. Using two transistors means that more of the transparent area of the display is blocked from light transmission, so brighter backlights must be used, increasing power consumption and making the displays unsuitable for notebooks.

Vertical Alignment
In late 1996, Fujitsu unveiled a TFT-LCD panel that used a new type of liquid crystal (LC) material that is naturally horizontal and has the same effect as IPS, but without the need for the extra transistors. Fujitsu used this material (which was developed by Merck of Germany) for its displays from mid-1997 onwards. In the vertically-aligned (VA) system, the LC molecules are aligned perpendicular to the substrates when no voltage is applied, thus producing a black image. When a voltage is applied, the molecules shift to a horizontal position, producing a white image. With no voltage, all the LC molecules, including those at the boundaries with the substrates, are completely perpendicular. In this state the polarised light passes through the cell without interruption from the LC molecules and is blocked by the front polarise. Because the blockage is complete, the quality of black produced in this way is excellent and the viewer sees this black from all viewing angles. As well as an excellent viewing angle of 140 degrees all round, these VA panels can achieve faster response speeds because there is no twisted structure and the LC molecules are simply switched between the vertical and horizontal alignments. They're also capable of maximum contrast ratios of the order of 300:1, with no power penalty. 

MVA
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Continuing research on its VA system led to a refinement - which Fujitsu refer to as Multi-domain Vertical Alignment (MVA) technology - a year later. 

The conventional mono-domain VA technology uniformly tilts the LC molecules to display an intermediate grey scale. Because of the uniform alignment of LC molecules, the brightness changes depending on the viewing angle. When this type of cell is viewed from the front, the viewer sees only a part of the light that entered the LC cell because the birefringence effect of the tilted LC molecules is only partial for viewers from the front. If a cell in this state is observed in the direction of the tilt, the birefringence effect disappears and the area appears dark. On the other hand, if the cell is observed in the direction normal to the tilt, the birefringence effect by the LC molecules reaches the maximum, producing a high brightness.

MVA solves this problem by causing the LC molecules to angle in more than one direction within a single cell. This is done by dividing the cell into two or more regions - called domains - and by using protrusions on the glass surfaces to pretilt the molecules in the desired direction. By combining areas of molecules oriented in one direction with areas of molecules oriented in the opposite direction, and by making the areas very small, the brightness of the cells can be made to appear uniform over a wide range of viewing angles.

It transpires that at least four domains are needed to balance characteristics such as the contrast ratio, chromaticity, and brightness over different angles, and the viewing angle of four-domain MVA-LCDs is 160º or more, both vertically and horizontally. When they were first introduced in late 1997 they were capable of a maximum contrast ratio of 300:1. Improvements in light leakage subsequently improved this to 500:1. Brightness values were similarly improved from 200 cd/m2 to 250cd/m2. Response times are as fast as 25ms, the rise time being 15ms and the decay time 10 ms or less. The 10ms response from white to black - which is the most recognisable transition to human eyes - is particularly fast, making an MVA-LCD particularly suitable for reproducing moving images. 

CRT feature comparison
The table below provides a feature comparison between a 13.5in passive matrix LCD (PMLCD) and active matrix LCD (AMLCD) and a 15in CRT monitor:

	Display Type
	Viewing Angle
	Contrast Ratio
	Response Speed
	Brightness
	Power Consumption
	Life

	PMLCD
	49-100 degrees
	40:1
	300ms
	70 - 90
	45 watts
	60K hours

	AMLCD
	> 140 degrees
	140:1
	25ms
	70 - 90
	50 watts
	60K hours

	CRT
	> 190 degrees
	300:1
	n/a
	220 - 270
	180 watts
	Years


Contrast ratio is a measure of how much brighter a pure white output is compared to a pure black output. The higher the contrast the sharper the image and the more pure the white will be. When compared with LCDs, CRTs offer by far the greatest contrast ratio.

Response time is measured in milliseconds and refers to the time it takes each pixel to respond to the command it receives from the panel controller. Response time is used exclusively when discussing LCDs, because of the way they send their signal. An AMLCD has a much better response time than a PMLCD. Conversely, response time doesn't apply to CRTs because of the way they handle the display of information (an electron beam exciting phosphors).

There are many different ways to measure brightness. The higher the level of brightness (represented in the table as a higher number), the brighter the white displays. When it comes to the life span of an LCD, the figure is referenced as the mean time between failures for the flat panel. This means that if it is runs continuously it will have an average life of 60,000 hours before the light burns out. This would be equal to about 6.8 years. On the face of it, CRTs can last much longer than that. However, while LCDs simply burn out, CRT's get dimmer as they age, and in practice don't have the ability to produce an ISO compliant luminance after around 40,000 hours of use.
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Last Updated - 1Jan03
Sound is a relatively new capability for PCs because no-one really considered it when the PC was first designed. The original IBM-compatible PC was designed as a business tool, not as a multimedia machine, so it's hardly surprising that nobody thought of including a dedicated sound chip in its architecture. Computers, after all, were seen as calculating machines; the only kind of sound necessary was the beep that served as a warning signal. For years, the Apple Macintosh had built-in sound capabilities far beyond the realms of the early PC's beeps and clicks, and PC's with integrated sound are a recent phenomenon. 

By the second half of the 1990s PCs had the processing power and storage capacity for them to be able to handle demanding multimedia applications. The sound card too underwent a significant acceleration in development in the late 1990s, fuelled by the introduction of AGP and the establishment of PCI-based sound cards. Greater competition between sound card manufacturers - together with the trend towards integrated sound - has led to ever lower prices. However, as the horizons for what can be done on a PC get higher and higher, there remain many who require top-quality sound. The result is that today's add-in sound cards don't only make games and multimedia applications sound great, but with the right software allow users to compose, edit and mix their own music, learn to play the instrument of their choice and record, edit and play digital audio from a variety of sources.

The physics of sound
Sound is produced when two or more objects collide, releasing a wave of energy which in turn forces changes in the surrounding air pressure. These changes in pressure are received by our eardrums, and our brain interprets them as sound. Sound waves move in all directions from the disturbance, like ripples produced when a stone is dropped into a pond. 

When sound is recorded through a microphone, the changes in air pressure cause the microphone's diaphragm to move in a similar way to that of the eardrum. These minute movements are then converted into changes in voltage. Essentially, all sound cards produce sound in this way, only in reverse. They create, or play back, sound waves. The changes in voltage are then amplified, causing the loudspeaker to vibrate. These vibrations cause changes in air pressure which are further interpreted as sound. 
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The human brain is a very cunning processor which in terms of audio can pretty much determine the location and condition of a sound given just two ears and the ability to turn using our head and body. The sound source could be a car engine, a mouth, a musical instrument, slamming door, or even a glass breaking as it hits the door. The source itself radiates the sound in a variety of ways - most of the sound out of a person's mouth comes from where their face is pointing, whereas an engine radiates sound in pretty much all directions. Once the sound is radiated, the environment comes into play. The actual medium between source and listener greatly affects the sound, as anyone knows who has shouted on a windy day, or heard something underwater. Thus, the sound that is heard is a mixture of direct path sound and reflected sound. Reflected sound might reach our ears after bouncing off a wall or object, and the material of these obstacles absorbs certain frequencies, along with reducing the overall volume. This "first-order reflection" arrives not only sounding different from the direct source, but also slightly after it. Second-order reflections and so on take this effect further still. The quality and delay of the reflected sound reveals a great deal about the surrounding environment and its size.

Most humans can perceive precisely where first-order reflections are coming from, and some can distinguish second-order reflections too. However, as more and more reflections arrive at the ear, the brain tends to combine them into one late-order reflection echoing effect known as reverb. Using reverb properly is the first key to simulating different environments.

Components
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The modern PC sound card contains several hardware systems relating to the production and capture of audio, the two main audio subsystems being for digital audio capture and replay and music synthesis along with some glue hardware. Historically, the replay and music synthesis subsystem has produced sound waves in one of two ways:

· through an internal FM synthesiser 

· by playing a digitised, or sampled, sound. 

The digital audio section of a sound card consists of a matched pair of 16-bit digital-to-analogue (DAC) and analogue-to-digital (ADC) converters and a programmable sample rate generator. The computer reads the sample data to or from the converters. The sample rate generator clocks the converters and is controlled by the PC. While it can be any frequency above 5kHz, it's usually a fraction of 44.1kHz. 

Most cards use one or more Direct Memory Access (DMA) channels to read and write the digital audio data to and from the audio hardware. DMA-based cards that implement simultaneous recording and playback (or full duplex operation) use two channels, increasing the complexity of installation and the potential for DMA clashes with other hardware. Some cards also provide a direct digital output using an optical or coaxial S/PDIF connection. 

A card's sound generator is based on a custom Digital Signal Processor (DSP) that replays the required musical notes by multiplexing reads from different areas of the wavetable memory at differing speeds to give the required pitches. The maximum number of notes available is related to the processing power available in the DSP and is referred to as the card's "polyphony".

DSPs use complex algorithms to create effects such as reverb, chorus and delay. Reverb gives the impression that the instruments are being played in large concert halls. Chorus is used to give the impression that many instruments are playing at once when in fact there's only one. Adding a stereo delay to a guitar part, for example, can "thicken" the texture and give it a spacious stereo presence.

Frequency Modulation
The first widespread technology to be used in sound cards was Frequency Modulation, or FM, which was developed in the early 1970s by Dr John Chowning of Stanford University. FM synthesisers produce sound by generating a pure sine wave, known as a carrier, and mix it with a second waveform, known as a modulator. When the two waveforms are close in frequency, a complex waveform is produced. By controlling both the carrier and the modulator its possible to create different timbres, or instruments.

Each FM voice requires a minimum of two signal generators, commonly referred to as "operators". Different FM synthesis implementations have varying degrees of control over the operator parameters. Sophisticated FM systems may use 4 or 6 operators per voice, and the operators may have adjustable envelopes which allow adjustment of the attack and decay rates of the signal. 

Yamaha was the first company to research and invest in Chowning's theory, which led to the development of the legendary DX7 synthesiser. Yamaha soon realised that mixing a wider range of carriers and modulators made it possible to create more complex timbres, resulting in more realistic sounding instruments. Their OPL3 synthesiser hardware is the de facto standard for games cards, and uses parameters downloaded from the driver software to control cascaded FM oscillators to generate a crude analogue of acoustic and electronic musical instruments.

Although FM systems were implemented in the analogue domain on early synthesiser keyboards, more recent FM synthesis implementations are done digitally. FM synthesis techniques are very useful for creating expressive new synthesised sounds. However, if the goal of the synthesis system is to recreate the sound of some existing instrument, this can generally be done more accurately with digital sample-based techniques, such as WaveTable Synthesis. 

WaveTable synthesis
WaveTable doesn't use carriers and modulators to create sound, but actual samples of real instruments. A sample is a digital representation of a waveform produced by an instrument. ISA-based cards generally store samples in ROM, although newer PCI products use the PC's main system RAM, in banks which are loaded when Windows starts up and can theoretically be modified to include new sounds.

Whereas one FM sound card will sound much the same as the next, WaveTable cards differ significantly in quality. The quality of the instruments is determined by several factors:

· the quality of the original recordings 

· the frequency at which the samples were recorded 

· the number of samples used to create each instrument 

· the compression methods used to store the samples. 

Most instrument samples are recorded in 16-bit 44.1kHz but many manufacturers compress the data so that more samples, or instruments, can be fit into small amounts of memory. There is a trade-off, however, since compression often results in loss of dynamic range or quality.

When an audio cassette is played back either too fast or too slow, its pitch is modified. The same is true of digital audio. Playing a sample back at a higher frequency than its original results in a higher pitched sound, allowing instruments to play over several octaves. But when certain timbres are played back too fast, they begin to sound weak and thin. This is also true when a sample is played too slow: it sounds dull and unrealistic. To overcome this, manufacturers split up the keyboard into several regions and apply the relatively pitched sample from the instrument to it. The more sample regions recorded results in a more realistic reproduction.

Every instrument produces subtly different timbres depending on how it is played. For example, when a piano is played softly, you don't hear the hammers hitting the strings. When it's played harder, not only does this become more apparent, but there are also changes in tone.

Many samples and variations have to be recorded for each instrument to recreate this range of sound accurately with a synthesiser. Inevitably, more samples require more memory. A typical sound card may contain up to 700 instrument samples within 4MB ROM. To accurately reproduce a piano sound alone, however, would require between 6MB and 10MB of data. This is why there is no comparison between the synthesised sound and the real thing. 

Upgrading to WaveTable sound doesn't always mean having to buy a new sound card. Most 16-bit sound cards have a feature connector that can connect to a WaveTable daughterboard. The quality of the instruments such cards provide differs significantly, and is usually a function of how much ROM the card has. Most cards contain between 1MB and 4MB of samples, and offer a range of digital effects.

Connectivity
Since 1998, when the fashion was established by Creative Technology's highly successful SoundBlaster Live! card, many soundcards have enhanced connectivity via use an additional I/O card, which fills a 5.25in drive blanking plate and is connected to the main card using a short ribbon cable. In its original incarnation the card used a daughter card in addition to the "breakout" I/O card. In subsequent versions of the daughter card disappeared and the breakout card became a fully-fledged 5.25in drive bay device, which Creative referred to as the Live!Drive. 

[image: image16.png]HMic In jack

‘Telephone Answering Device connector

Ik | 0 Audio comector
Analogte (R O K comnector
tl Outjack cospuE
— comnector Optcal SPIIF nfOut RCA husfarylnjacks  Infrared Receiver
L RCA SPDIF 1

e m ¥

IniOut

ol - Belcl

? 00 ©0 0@

JoystickMIDI connector
Rear Outjack
Line Outjack

Hadphones — |

iack Headphones | Wicin2 i In 2
wolume control jock  Selector  MIDIInfOut
connectors

Audio Extension connector




The Platinum 5.1 version of Creative's card - which first appeared towards the end of 2000 - sported the following jacks and connectors:

· Analogue/Digital Out jack: 6-channel or compressed Dolby AC-3 SPDIF output for connection to external digital devices or digital speaker systems; also supports centre and subwoofer analogue channels for connection to 5.1 analogue speaker systems 

· Line In jack: Connects to an external device such as cassette, DAT or MiniDisc player 

· Microphone In jack: Connects to an external microphone for voice input 

· Line Out jack: Connects to powered speakers or an external amplifier for audio output; also supports headphones 

· Rear Out jack: Connects to powered speakers or an external amplifier for audio output 

· Joystick/MIDI connector: Connects to a joystick or a MIDI device; can be adapted to connect to both simultaneously 

· CD/SPDIF connector: Connects to the SPDIF (digital audio) output, where available, on a CD-ROM or DVD-ROM drive 

· AUX connector: Connects to internal audio sources such as TV tuner, MPEG or other similar cards 

· CD Audio connector: Connects to the analogue audio output on a CD-ROM or DVD-ROM using a CD audio cable 

· Telephone Answering Device connector: Provide a mono connection from a standard voice modem and transmits microphone signals to the modem 

· Audio Extension (Digital I/O) connector: Connects to the Digital I/O card or Live! Drive 

and the front panel of the Live!Drive IR device provided the following connectivity:

· RCA SPDIF In/Out jacks: Connects to digital audio devices such as DAT and MiniDisc recorders 

· ¼" Headphones jack: Connects to a pair of high-quality headphones; speaker output is muted 

· Headphone volume: Controls the headphones output volume 

· ¼" Line In 2/Mic In 2 jack: Connects to a high-quality dynamic microphone or audio device such as an electric guitar, DAT or MiniDisc player 

· Line In 2/Mic In 2 selector: Control the selection of either Line In2 or Mic In 2 and the microphone gain 

· MIDI In/Out connectors: Connects to MIDI devices via a Mini DIN-to-Standard DIN cable 

· Infrared Receiver: Allows control of the PC via a remote control 

· RCA Auxiliary In jacks: Connects to consumer electronics equipment such as VCR, TV and CD player 

· Optical SPDIF In/Out connectors: Connects to digital audio devices such as DAT and MiniDisc recorders. 

Other sound card manufacturers were quick to adopt the idea of a separate I/O connector module. There were a number of variations on the theme. Some were housed in an internal drive bay like the Live!Drive, others were external units, some of which were designed to act as USB hubs.

Standards
As well as producing sound, sound cards double-up as CD-ROM interfaces, supporting the three proprietary interfaces for Sony, Mitsumi and Panasonic drives in addition to the increasingly popular SCSI and IDE/EIDE standards. They also have an audio connector for CD-audio output. The rationale for providing CD-support on sound cards is that it allows a PC to be upgraded to "multimedia" capability by the addition of a single expansion card.

The hardware configuration of the AdLib soundcard was the first standard of importance, but it has been Creative Labs' SoundBlaster cards that have led the way in the establishment of a much-needed standard for digital audio on PC. Creative maintained its lead by following its 8-bit product with a 16-bit family, the user friendly AWE32 fulfilling the wish lists of several years' worth of existing users. Selling this as an OEM kit for PC manufacturers helped bring prices down and specifications up. The AWE64, launched in late 1997 and offering 64-note polyphony from a single MIDI device, 32 controlled in hardware and 32 in software, is the current benchmark. 

Most sound cards sold today should support the SoundBlaster and General MIDI standards and should be capable of recording and playing digital audio at 44.1kHz stereo. This is the resolution at which CD-Audio is recorded, which is why sound cards are often referred to as having "CD-quality" sound. 

Surround sound for the movies is pre-recorded and delivered consistently to the ear, no matter what cinema or home it is replayed in. Just about the only thing Dolby cares about is how far away the rear speakers are from the front and from the listener. Beyond that it's the same linear delivery, without any interaction from the listener - the same as listening to music.

This is obviously no good for games, where the sound needs to interactively change with the on-screen action in real time. What now seems like a very long time ago, Creative Labs came up with its SoundBlaster mono audio standard for DOS games on PCs. As the standard matured, realism improved with stereo capabilities (SoundBlaster Pro), and quality leapt forward with CD resolution (SoundBlaster 16). When you started your game, you'd select the audio option that matched your sound card. Microsoft, however, changed the entire multimedia standards game with its DirectX standard in Windows 95. The idea was that DirectX offered a load of commands, also known as APIs, which did things like "make a sound on the left" or "draw a sphere in front". Games would then simply make DirectX calls and the hardware manufacturers would have to ensure their sound and graphics card drivers understood them. The audio portion of DirectX 1 and 2 was called DirectSound, and this offered basic stereo left and right panning effects. As with other DirectX components, this enabled software developers to write directly to any DirectX-compatible sound card with multiple audio streams, while utilising 3D audio effects. Each audio channel can be treated individually, supporting multiple sample rates and the ability to add software-based effects. DirectSound itself acts as a sound-mixing engine, using system RAM to hold the different audio streams in play for the few milliseconds they must wait before being mixed and sent on to the sound card. Under ideal conditions, DirectSound can mix and output the requested sounds in as little as 20 milliseconds.

DirectX 3 introduced DirectSound3D (DS3D) which offered a range of commands to place a sound anywhere in 3D space. This was known as positional audio, and required significant processing power. Sadly we had to wait for DirectX 5 before Microsoft allowed DS3D to be accelerated by third-party hardware, reducing the stress on the main system CPU. DirectX 6 saw the debut of DirectMusic, offering increased versatility in composing music for games and other applications.

DS3D positional audio is one of the features supported by the latest generation of PCI sound cards. Simply put, positional audio manipulates the characteristics of sounds to make them seem to come from a specific direction, such as from behind or from far to the left. DirectSound3D gives game developers a set of API commands they can use to position audio elements. Furthermore, as with much of DirectX, DirectSound3D is scaleable: if an application asks for positional effects and no hardware support for such effects are found, then DirectSound3D will provide the necessary software to offer the positional effect, using the CPU for processing.

DS3D may have supported positional audio, but it didn't offer much support for adding reverb, let alone considering individual reflections, to simulate different environments. Fortunately DS3D does support extensions to the API, and this need was soon met by a couple of new sound standards which have gained widespread support from games developers: Aureal's A3D technology and Creative Technology's Environmental Audio Extensions (EAX).

A3D
Originally developed in 1997 in collaboration NASA (National Aeronautics and Space Administration) for use in flight simulators, Aureal's A3D technology has subsequently progressed through a number of versions.

ASD1 improved upon DS3D by providing hardware acceleration, a more advanced distance model allowing simulation of different atmospheric environments, such as thick fog or underwater and a resource manager that allows developers to take advantage of the number of 3D streams the sound card can handle and control use of Aureal's 3D sound algorithms.

The A3D2 version actually takes the geometry information of the room that is fed to the graphics card, and uses it to render realistic sonic reflections and occlusions. Using a technology called WaveTracing, A3D2 genuinely calculates up to 60 first-order reflections, which interact in real time with the environment, and then groups later-order reflections into overall reverb.

ASD3 takes the technology to the next level by adding a number of new features:

· Volumetric Sound Sources: When developers define an audio file to a sound source, the sound source must have a location so that it can be rendered in relation to the listener. This is usually done via a point source: the point where the source is. However, some sources will not "reside" in a single point; flowing water, wind, crowd cheers, etc. will actually stretch out or extend in various areas. To more accurately model these sources, ASD3 allows them to be defined as volumetric sound sources, thereby positioning them better. 

· MP3 playback: Previously, audio streams for 3D audio have had to be WAV files. Now, MP3 files can be used, thereby both reducing their associated storage space and increasing their quality. 

· Reverb: The sum of all late order reflections. Aureal's geometric reverb will work on Vortex2 (and later) cards, as well as automatically translating to EAX or I3DL2 if a sound card does not have the appropriate A3D support. 

· Streaming Audio: Automatic support for streaming audio has been added, eliminating the complex layer of development normally required for client/server interactive entertainment applications that use existing audio solutions. 

A3D2 was such a computationally complex system that Aureal developed a processor dedicated to the necessary number crunching. A3D3 requires even greater processing power, which is provided in the shape of an additional DSP to accelerate the new commands. 

The fact that AD3 was considered by many to be the technically superior standard proved of little consequence when, after two years of litigation with Creative Technologies, Aureal filed for bankruptcy in April 2000 and was subsequently taken over by its erstwhile rival a few months later.

EAX
First introduced with its SoundBlaster Live! soundcards in 1998, Creative Technology's Environmental Audio Extensions (EAX) began as a simple way to add reverberation to DS3D. Reverb - the wash of echoes produced when sound waves bounce off walls in a room - helps us identify an environment. Gunshots in an airplane hangar sound very different than they do in a sewer pipe, for example, but DS3D ignores this fact. 

EAX 1.0 was designed to provide developers with the ability to create a convincing sense of environment in entertainment titles and a realistic sense of distance between the player and audio events. The approach Creative took to achieve this was, computationally, significantly easier than the one Aureal had taken with A3D. This was simply to create predefined reverb effects for a variety of environments with different characteristics of reflections and reverberation, different room types and/or room size. EAX 1.0 provided 26 such reverb presets as an open set of extensions to Microsoft's DS3D. The API also allows for customising late reverberation parameters (decay time, damping, level) and automatic level management according to distance.

Released in 1999, EAX 2.0 enabled the creation of more compelling and realistic environments with tools that allow the simulation of the muffling effects of partitions between environments (such as walls) and obstacles within environments (such as furniture) - it being possible to apply these obstruction and occlusion features each individual audio source. In addition, EAX 2.0 also offers global early reflections - the echoes that immediately precede real-world reverb and provide a better perception of room size and sound-source location - and a tuneable air absorption model. 1999 also saw the announcement of EAX 3.0, which introduced the ability to "morph" between environments, allows developers to position and control clusters of early reflections, as well as one-shot reflections for ricochet effects and makes full use of technologies such as HRTF for synthesising positional audio on a single pair of speakers.

In late-2000 a number of EAX effects were incorporated into the DirectX Audio component - the functions of which were previously shared between the DirectSound and DirectMusic components - of the latest release of Microsoft's suite of multimedia APIs, DirectX 8.0. A few months later, Creative unveiled an API platform for games developers wanting to incorporate Dolby Digital content into their games. Earlier soundcards had allowed Dolby Digital to be passed directly through the card and decoded by an external decoder. However, with the "5.1" version of its successful SoundBlaster Live! sound card Creative supported decoding directly through one of their audio products for the first time, the card being able to output straight to six discrete analogue channels. 
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Last Updated - 21Jan03
The recording and editing of sound has long been in the domain of the PC, but doing the same with moving video has only recently gained acceptance as a mainstream PC application. In the past, digital video work was limited to a small group of specialist users, such as multimedia developers and professional video editors, who were prepared to pay for expensive and complex digital video systems. It was not until 1997, after several years of intense technological development, that the home PC was up to the job.

As the potential market has increased, prices have fallen, and in so doing opened up digital video editing to an entirely new audience. Business users can now afford to use video in their presentations, while home users can store and edit holiday videos on their hard disks, or even send them across the Internet. The widespread availability of camcorders means that more people have access to video recording equipment, and this has further boosted the market for consumer-level systems. 

History
In the early 1990s, a digital video system capable of capturing full-screen video images would have cost several thousands of pounds. The biggest cost element was the compression hardware, needed to reduce the huge files that result from the conversion of an analogue video signal into digital data, to a manageable size. Less powerful "video capture" cards were available, capable of compressing quarter-screen images - 320x240 pixels - but even these were far too expensive for the average PC user. The consumer end of the market was limited to basic cards that could capture video, but which had no dedicated hardware compression features of their own. These low-cost cards relied on the host PC to handle the raw digital video files they produced, and the only way to keep file sizes manageable was to drastically reduce the image size.

Until the arrival of the Pentium processor, in 1993, even the most powerful PCs were limited to capturing images no more than 160x120 pixels. For a graphics cards running at a resolution of 640x480, a 160x120 image filled just one-sixteenth of the screen. As a result these low-cost video capture cards were generally dismissed as little more than toys, incapable of performing any worthwhile real-world application.

The turning point for digital video systems came as processors finally exceeded 200MHz. At this speed, PCs could handle images up to 320x240 without the need for expensive compression hardware. The advent of the Pentium II and ever more processing power made video capture cards which offered less than full-screen capability virtually redundant and by the autumn of 1998 there were several consumer-oriented video capture devices on the market which provided full-screen video capture for as little as a few hundred pounds.

Fundamentals
Understanding what digital video is first requires an understanding of its ancestor - broadcast television or analogue video. The invention of radio demonstrated that sound waves can be converted into electromagnetic waves and transmitted over great distances to radio receivers. Likewise, a television camera converts the colour and brightness information of individual optical images into electrical signals to be transmitted through the air or recorded onto video tape. Similar to a movie, television signals are converted into frames of information and projected at a rate fast enough to fool the human eye into perceiving continuous motion. When viewed by an oscilloscope, the unprojected analogue signal looks like a brain wave scan - a continuous landscape of jagged hills and valleys, analogous to the ever-changing brightness and colour information.

There are three forms of TV signal encoding:

· most of Europe uses the PAL system 

· France, Russia and some Eastern European countries use SECAM, which only differs from the PAL system only in detail, although sufficient to make it incompatible 

· the USA and Japan use a system called NTSC. 

With PAL (Phase-Alternation-Line) each complete frame is drawn line-by-line, from top to bottom. Europe uses an AC electric current that alternates 50 times per second (50Hz), and the PAL system ties in with this to perform 50 passes (fields) each second. It takes two passes to draw a complete frame, so the picture rate is 25 fps. The odd lines are drawn on the first pass, the even lines on the second. This is known as interlaced, as opposed to an image on a computer monitor which is drawn in one pass, known as non-interlaced. Interlaced signals, particularly at 50Hz, are prone to unsteadiness and flicker, and are not good for displaying text or thin horizontal lines.

PCs, by contrast, deal with information in digits - ones and zeros, to be precise. To store visual information digitally, the hills and valleys of the analogue video signal have to be translated into the digital equivalent - ones and zeros - by a sophisticated computer-on-a-chip, called an analogue-to-digital converter (ADC). The conversion process is known as sampling, or video capture. Since computers have the capability to deal with digital graphics information, no other special processing of this data is needed to display digital video on a computer monitor. However, to view digital video on a traditional television set, the process has to be reversed. A digital-to-analogue converter (DAC) is required to decode the binary information back into the analogue signal.

Video capture
The digitisation of the analogue TV signal is performed by a video capture card which converts each frame into a series of bitmapped images to be displayed and manipulated on the PC. This takes one horizontal line at a time and, for the PAL system, splits each into 768 sections. At each of these sections, the red, green and blue values of the signal are calculated, resulting in 768 coloured pixels per line. The 768 pixel width arises out of the 4:3 aspect ratio of a TV picture. Out of the 625 lines in a PAL signal, about 50 are used for Teletext and contain no picture information, so they're not digitised. To get the 4:3 ratio, 575 lines times four divided by three gives 766.7. Since computers prefer to work with whole numbers, video capture cards usually digitise 576 lines, splitting each line into 768 segments, which gives an exact 4:3 ratio.

Thus, after digitisation, a full frame is made up of 768x576 pixels. Each pixel requires three bytes for storing the red, green and blue components of its colour (for 24-bit colour). Each frame therefore requires 768x576x3 bytes = 1.3MB. In fact, the PAL system takes two passes to draw a complete frame - each pass resolving alternate scan lines. The upshot is that one second of video requires a massive 32.5MB (1.3 x 25 fps). Adding a 16-bit audio track sampled at 44kHz increases this by a further 600KB per second. In practice, however, some boards digitise fewer than 576 lines and end up with less information, and most boards make use of the YUV scheme.

Scientists have discovered that the eye is more susceptible to brightness than it is to colour. The YUV model is a method of encoding pictures used in television broadcasting in which intensity is processed independently from colour. Y is for intensity and is measured in full resolution, while U and V are for colour difference signals and are measured at either half resolution (known as YUV 4:2:2) or at quarter resolution (known as YUV 4:1:1). Digitising a YUV signal instead of an RGB signal requires 16 bits (two bytes) instead of 24 bits (three bytes) to represent true colour, so one second of PAL video ends up requiring about 22MB. 

The NTSC system used by America and Japan has 525 lines and runs at 30 fps - the latter being a consequence of the fact that their electric current alternates at 60Hz rather than the 50Hz found in Europe. NTSC frames are usually digitised at 640x480, which fits exactly into VGA resolution. This is not a co-incidence, but is a result of the PC having been designed in the US and the first IBM PCs having the capability to be plugged into a TV.

A typical video capture card is a system of hardware and software which together allow a user to convert video into a computer-readable format by digitising video sequences to uncompressed or, more normally, compressed data files. Uncompressed PAL video is an unwieldy beast, so some kind of compression has to be employed to make it more manageable. It's down to a codec to compress video during capture and decompress it again for playback, and this can be done in software or hardware. Even in the age of GHz-speed CPUs, a hardware codec is necessary to achieve anything near broadcast quality video.

Most video capture devices employ a hardware Motion-JPEG codec, which uses JPEG compression on each frame to achieve smaller file sizes, while retaining editing capabilities. The huge success of DV-based camcorders in the late 1990s has led to some higher-end cards employing a DV codec instead.

Once compressed, the video sequences can then be edited on the PC using appropriate video editing software and output in S-VHS quality to a VCR, television, camcorder or computer monitor. The higher the quality of the video input and the higher the PC's data transfer rate, the better the quality of the video image output.
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Some video capture cards keep their price down by omitting their own recording hardware. Instead they provide pass through connectors that allow audio input to be directed to the host PC's sound card. This isn't a problem for simple editing work, but without dedicated audio hardware problems can arise in synchronising the audio and video tracks on longer and more complex edits.

Video capture cards are equipped with a number of input and output connectors. There are two main video formats: composite video is the standard for most domestic video equipment, although higher quality equipment often uses the S-Video format. Most capture cards will provide at least one input socket that can accept either type of video signal, allowing connection to any video source (e.g. VCR, video camera, TV tuner and laser disc) that generates a signal in either of these formats. Additional sockets can be of benefit though, since complex editing work often requires two or inputs. Some cards are designed to take an optional TV tuner module and, increasing, video capture cards actually include an integrated TV tuner.

Video output sockets are provided to allow video sequences to be recorded back to tape and some cards also allow video to be played back either on a computer monitor or TV. Less sophisticated cards require a separate graphics adapter or TV tuner card to provide this functionality.

Digital camcorders
As recently as the first half of the 1990s few would have dreamed that before long camcorders would be viewed as a PC peripheral and that video editing would have become one of the fastest growing PC applications. All that changed with the introduction of Sony's DV format in 1995 and the subsequent almost universal adoption of the IEEE 1394 interface, making a digital camcorder almost as easy to attach to a PC system as a mouse. Suddenly enthusiasts had access to a technology that allowed them to produce source material in a digital format whose quality far exceeded that of the analogue consumer formats available at the time - such as Hi-8 and S-VHS - and to turn this into professional-looking home movies at their desktop PC!

Recording and storing video (and audio) as a digital code eliminates the potential for a whole range of picture (and sound) artefacts and errors - in much the same way as the music CD improved on vinyl LP records. DV cassettes won't play in VCRs, of course, but any digital camcorder will include conventional, analogue AV output jacks to allow recorded material to be transferred to VCR or viewed on a TV set. As alluded to previously, IEEE 1394 has become ubiquitous in the field of consumer video and this is the technology used to transfer footage from one digital camera to another, to a digital VCR or to a PC. In a development that is a great boon to long-time video enthusiasts, digital camcorders are increasingly equipped with analogue audio and video inputs, allowing the copying of older VHS or 8mm analogue recordings to DV format, and thereby providing both lossless archiving as well as access to DV's powerful editing potential.

In fact, historically most camcorders sold in Europe had their DV-in connection deactivated, making it impossible to use the camcorder to transfer footage that had been edited on a PC back to tape. The rationale lies with European legislation which views a device capable of recording material input not only through it's own lens, but also from an external source, to be more of a video recorder than a video camera when it comes to import taxes. The consequence was that manufacturers chose to disabled their camcorders' ability to record from external sources simply so as to keep prices competitive and comparable to those in Japan and the USA. Since it was not illegal for an owner of one of these camcorders to subsequently reactivate its DV-in themselves, the situation inevitably gave rise to a mini-industry of DV-in-enabling solutions. The attitude of the camcorder manufacturers was ambiguous. On the one hand they couldn't actively promote reactivation, since to do so would expose them to the risk of being liable for unpaid customs duties. On the other hand camcorders that were simply unable to have their DV-in reactivated sold far less well than those that could! Thankfully by early 2002 things had changed somewhat - possibly as a consequence of prices having fallen so much in recent years - and an increasing number of digital camcorders were being sold in Europe with their DV-in enabled.

A digital camcorder's CCD - typically 1/4in in size - collects and processes light coming in from the lens and converts it into an electric signal. While average consumer camcorders are equipped with a single CCD, higher-end models feature three. In this case, a prism inside the lens barrel splits incoming light into its three primary colours, with each being fed to a different chip. The result - albeit at a significant additional cost - is excellent colour reproduction and image quality, noticeably better than single-CCD models are capable of.

The number of pixels that make up a CCD can vary greatly from one model to another and, as far as video is concerned at least, more pixels don't necessarily mean better image quality. CCDs in Canon's digital camcorders, for example, typically have a much lower pixel count than in models from JVC or Panasonic, but are still capable of achieving excellent results.

Digital camcorders support all the standard controls such as zoom, focus, white balance, and backlighting, as well as a number of other features - such as still image capabilities, infrared recording for night shots, editing controls and all manner of digital effects - many of which were simply inconceivable in the analogue domain.

Modern-day units deliver powerful telephoto-to-macro abilities through both a conventional, optical zoom - typically 10x or more - and "digital zoom" technology that employs video digital signal processing (DSP) to extend zoom ranges to as much as 200x. Of course, at these extremes images tend to become highly pixelated and image stability becomes a more significant problem. Generally, there'll be two viewfinder options: a traditional eyepiece and a flip-out, adjustable colour LCD viewscreen. This may even be touch-sensitive, allowing an object to be digitally zoomed by touching it on the screen!

Many mainstream consumer digital camcorders are sold as all-in-one solutions for video, stills and even MP3 and email. Most can only capture stills at a resolution similar to that of DV video - 720x576 pixels - a resolution that is usually reduced to 640x480 in order to retain the correct aspect ratio. Some camcorders boast higher resolutions for stills, but often these larger images have been interpolated to reach the specified resolution. As a guide, a 1.5 megapixel camcorder will allow non-interpolated stills of 1360x1020. The ability to record still images is also an increasingly popular feature on professional digital camcorders, with some even capable of switching their image sensors over to a computer-friendly progressive-scan picture-assembling format that's optimised for still-image capture.

Most digital camcorders feature either digital or optical image-stabilisation to reduce the jitter that inevitably accompanies hand-held shooting. Digital Image Stabilisation (DIS) is highly effective but tends to decrease picture resolution since when it's engaged a smaller percentage of the image sensor is actively used for recording (the rest is employed in the stabilisation processing). Optical Image Stabilisation (OIS) employs a prism that variably adjusts the path of the light as it travels through the camera's lens system. Both methods achieve the roughly same visible stability, but OIS is arguably better since it doesn't reduce resolution.

One of the most recent digital camcorder features is Internet connectivity. Camcorders equipped with a Bluetooth interface can connect to the Internet either via a mobile telephone handset or land-line exchange connection, thereby allowing access to email and the WWW.

As of the early 2000s, the primary digital camcorder formats were: 

· Mini-DV: The most common format, mini-DV tape is 6.35mm wide, about 1/12th the size of VHS tape and provides a recording capability of up to 90 minutes in long-play mode at 500 lines of resolution. Camcorders using the format are often small enough to comfortably fit in the palm of one's hand. 

· Digital8: Introduced in early 1999, Sony's Digital8 camcorders can be viewed as a step between 8mm or Hi-8 and MiniDV. They record at almost the same quality as MiniDV, but to 8mm and Hi-8 tapes, which are about 1/4th the size of a VHS tape and offer a capacity of up to an hour. The format is a good choice for those upgrading to a digital camcorder, since Digital8 camcorders can also playback older 8mm and Hi-8 analogue videos. 

· MICROMV: In 2001 Sony announced its MICROMV range of digital camcorders that use MPEG-2 compression to record DV-quality signals to tapes that are 70% of the size of miniDV cassettes. At 12 Mbit/s, the ultra-compact MICROMV format has a bit rate of less than half that of miniDV, making video editing on a PC a far less resource-hungry task. 

· DVD: in a move that illustrated the continuing migration of AV applications to the PC domain, Hitachi announced the first digital camcorder capable of recording to DVD media - in this case the DVD-RAM variety - in the summer of 2000. An important advantage of the DVD format is the ability to index a video and to jump directly to specific scenes of a recorded video, thereby saving both recording/editing time and battery power. 

Video editing
Broadly speaking, there are two types of video editing. One involves editing directly from one tape to another and is called linear editing. The other requires that the sequences to be edited are transferred to hard disk, edited, and then transferred back to tape. This method is referred to as non-linear editing (NLE).

When video first made its mark on broadcast and home entertainment, the most convenient way to edit footage was to copy clips in sequence from one tape to another. In this linear editing process the PC was used simply for controlling the source and record VCRs or camcorders. In broadcast editing suites, elaborate hardware systems were soon devised which allowed video and audio to be edited independently and for visual effects to be added during the process. The hardware was prohibitively expensive and the process of linear editing gave little latitude for error. If mistakes were made at the beginning of a finished programme, the whole thing would have to be reassembled.

For non-linear editing the video capture card transfers digitised video to the PC's hard disk and the editing function is then performed entirely within the PC, in much the same way as text is assembled in a word processor. Media can be duplicated and reused as necessary, scenes can be rearranged, restructured, added or removed at any time during the editing process and all the effects and audio manipulation that required expensive add-on boxes in the linear environment are handled by the editing software itself. NLE requires only one video deck to act as player and recorder and, in general, this can be the camcorder itself.

The trend towards NLE began in the early 1990s - encouraged by ever bigger, faster and cheaper hard disks and ever more sophisticated video editing software - and was given a massive boost in 1995 with the emergence of Sony's DV format.

While MPEG-2 video has already found wide use in distribution, problems arise in production, especially when video needs to be edited. If it becomes necessary to cut into a data stream, B and P frames are separated from the frames to which they refer and they lose their coherence. As a result, MPEG-2 video (from, say, a newsfeed) is decompressed before processing. Even when producing an MPEG-2 video stream at a different data rate, going from production to distribution, material needs to be fully decompressed. Here again, concatenation rears its ugly head, so most broadcasters and DVD producers leave encoding to the last possible moment.

Several manufacturers have developed workarounds to deliver editable MPEG-2 systems. Sony, for instance, has introduced a format for professional digital camcorders and VCRs called SX, which uses very short G0Ps (four or fewer frames) of only I and P frames. It runs at 18 Mbit/s, equivalent to 10:1 compression, but with an image quality comparable to M-JPEG at 5:1. More recently, Pinnacle has enabled the editing of short-GOP, IP-frame MPEG-2 within Adobe Premiere in conjunction with its DC1000 MPEG-2 video capture board. Pinnacle claims its card needs half the bandwidth of equivalent M-JPEG video, allowing two video streams to be played simultaneously on a low-cost platform with less storage.

Faced with the problem of editing MPEG-2, many broadcast manufacturers sitting on the ProMPEG committee agreed on a professional version that could be more easily handled, known as MPEG-2 4:2:2 Profile@Main Level. It's I frame only and allows for high data rates of up to 50 Mbit/s which have been endorsed by the European Broadcasting Union and its US counterpart, the Society of Motion Picture Television Engineers (SMPTE), for a broad range of production applications. Although there's no bandwidth advantage over M-JPEG, and conversion to and from other MPEG-2 streams requires recompression, this 1 frame-only version of MPEG-2 is an agreed standard, allowing material to be shared between systems. By contrast, NLE systems that use M-JPEG tend to use slightly different file formats, making their data incompatible.

In the mid-1990s the DV format was initially pitched at the consumer marketplace. However, the small size of DV-based camcorders coupled with their high-quality performance soon led to the format being adopted by enthusiasts and professionals alike. The result was that by the early 2000s - when even entry-level PCs were more than capable of handling DV editing - the target market for NLE hardware and software was a diverse one, encompassing broadcasters, freelance professionals, marketers and home enthusiasts.
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Despite all their advantages, DV files are still fairly large, and therefore need a fast interface to facilitate the their transfer from the video camera to a PC. Fortunately, the answer to this problem has existed for a number of years. The FireWire interface technology was originally developed by Apple Computers, but has since been ratified as international standard IEEE 1394. Since FireWire remains an Apple trademark most other companies use the IEEE 1394 label on their products; Sony refer to it as "i.LINK". When it was first developed, digital video was in its infancy and there simply wasn't any need for such a fast interface technology. So, for several years it was a solution to a problem which didn't exist. Originally representing the high end of the digital video market, IEEE 1394 editing systems have gradually followed digital camcorders into the consumer arena. Since DV is carried by FireWire in its compressed digital state, copies made in this manner ought, in theory, to be exact clones of the original. In most cases this is true. However, whilst the copying process has effective error masking, it doesn't employ any error correction techniques. Consequently, it's not unusual for video and audio dropouts to be present after half a dozen or so generations. It is therefore preferred practice to avoid making copies from copies wherever possible.

By the end of 1998 IEEE 1394-based editing systems remained expensive and aimed more at the professional end of the market. However, with the increasing emphasis on handling audio, video and general data types, the PC industry worked closely with consumer giants, such as Sony, to incorporate IEEE 1394 into PC systems in order to bring the communication, control and interchange of digital, audio and video data into the mainstream. Whilst not yet ubiquitous, the interface had become far more common by the early 2000s, not least through the efforts of audio specialist Creative who effectively provided a "free" FireWire adapter on it's Audigy range of sound cards, introduced in late 2001.

Performance requirements
Digital video relies primarily on hard disk power and size, and the important characteristic is sustained data throughput in a real-world environment. Video files can be huge and therefore require a hard disk drive to sustain high rates of data transfer over an extended period of time. If the rate dips, the video stream stutters as the playback program skips frames to maintain the playback speed. In the past this was a problem that meant that audio and video capture applications required use of drives with a so-called "AV" specification, designed not to perform thermal recalibration during data transfer. Generally, SCSI drives were preferable to EIDE drives since the latter could be waylaid by processor activity. Nowadays hard disk performance is much less of an issue. Not only have the bandwidths of both the EIDE and SCSI interfaces increased progressively over the years, but the advent of embedded servo technology means that thermal recalibration is not the issue it once was.

By late 2001 the fastest Ultra ATA100/UltraSCSI-160 drives were capable of data transfer rates in the region of 50 and 60MBps respectively, more than enough to support the sustained rates necessary to handle all of the compressed video formats and arguably sufficient to achieve the rates needed to handle uncompressed video. However, the professionals likely to need this level of performance are more likely to achieve it via the use of two or more hard drives are striped together in a RAID 0, 3 or 5 configuration.

The other troublesome side effect of this type of event is audio drift, which has dogged DV editing systems since they first appeared. Because of minute variations in data rate and the logistics of synchronising a video card and a sound card over an extended period of time, the audio track in AVI files often drifts out of sync. High-end video capture cards circumvent this problem by incorporating their own sound recording hardware and by using their own playback software rather than relying on a standard component, such as Video for Windows. Moreover, Microsoft's new ActiveMovie API is itself claimed to eliminate these audio drift problems. 

The rate at which video needs to be sampled or digitised varies for different applications. Digitising frames at 768x576 (for PAL) yields broadcast-quality (also loosely known as full-PAL) video. It's what's needed for professional editing where the intention is to record video, edit it, and then play it back to re-record onto tape. It requires real-time video playback from a hard disk, making the hard disk drive's sustained data-transfer rate the critical performance characteristic in the processing chain. 

However, for capturing video for multimedia movies, for playback from a CD-ROM with or without hardware decompression, it is not necessary to digitise at the full PAL resolution. Usually half the lines are digitised (either the odd or the even 288 lines), and to get the 4:3 ratio each line is split into 384 sections. This gives a frame size of 384x288 pixels (320x240 for NTSC), thus requiring about 8.3 MBps. A similar resolution (352x288) is required for capturing video which will be distributed in MPEG-1 format for VideoCDs. 

Of course, a large digital-video market is that of video conferencing, including displaying video over the Internet. Here, the limitation is in the connection - whether it's an ordinary phone line and a modem, ISDN, cable, or whatever. For example, a 56Kbit modem is about 25 times slower than a single-speed CD-ROM, so in this case, high-compression ratios are required. And for real-time video-conferencing applications, hardware compression at very high rates is necessary.

Of course, there are a number of factors that affect the quality of digital video encoding:

· Source format: VHS tape is acceptable for home use, but S-VHS and Hi-8 tape formats give noticeably better results. It used to be that only professional projects could justify the cost of the highest quality source footage that BetaCam and digital tape formats could provide. However, the advent of the DV format means that quality is no longer the preserve of the professional. 

· Source content: MPEG-1 and software only codecs tend to stumble on high-speed action sequences, creating digital artefacts and colour smearing. Such sequences have a high degree of complexity and change dramatically from one scene to the next, thereby generating a huge amount of video information that must be compressed. MPEG-2 and DV are robust standards designed to handle such demanding video content. 

· Quality of the encoding system: While video formats adhere to standards encoding systems range greatly in quality, sophistication and flexibility. A low-end system processes digital video in a generic process with little control over parameters, while a high-end system will provide the capability for artfully executed encoding. 
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Keyboards
A computer keyboard is an array of switches, each of which sends the PC a unique signal when pressed. Two types of switch are commonly used: mechanical and rubber membrane. Mechanical switches are simply spring-loaded "push to make" types, so when pressed down they complete the circuit and then break it again when released. These are the type used in clicky keyboards with plenty of tactile feedback.

Membranes are composed of three sheets: the first has conductive tracks printed on it, the second is a separator with holes in it and the third is a conductive layer with bumps on it. A rubber mat over this gives the springy feel. When a key is pressed, it pushes the two conductive layers together to complete the circuit. On top is a plastic housing which includes sliders to keep the keys aligned.

An important factor for keys is their force displacement curve, which shows how much force is needed to depress a key, and how this force varies during the key's downward travel. Research shows most people prefer 80g to 100g, but games consoles may go to 120g or higher while other keys could be as low as 50g.

The keys are connected up as a matrix, and their row and column signals feed into the keyboard's own microcontroller chip. This is mounted on a circuit board inside the keyboard, and interprets the signals with its built-in firmware program. A particular key press might signal as row 3, column B, so the controller might decode this as an A and send the appropriate code for A back to the PC. These "scan codes" are defined as standard in the PC's BIOS, though the row and column definitions are specific only to that particular keyboard.

Increasingly, keyboard firmware is becoming more complex as manufacturers make their keyboards more sophisticated. It is not uncommon for a programmable keyboard, in which some keys have switchable multiple functions, to need 8KB of ROM to store its firmware. Most programmable functions are executed through a driver running on the PC.

A keyboard's microcontroller is also responsible for negotiating with the keyboard controller in the PC, both to report its presence and to allow software on the PC to do things like toggling the status light on the keyboard. The two controllers communicate asynchronously over the keyboard cable.

Many "ergonomic" keyboards work according to one principle; angling the two halves of the main keypad to allow the elbows to rest in a more natural position. Apple's Adjustable Keyboard has a wide, gently sloping wrist rest, and splits down the middle, enabling the user to find the most comfortable typing angle. It has a detachable numeric keypad so the user can position the mouse closer to the alphabetic keys. Cherry Electrical sells a similar split keyboard for the PC. The keyboard which sells in the largest volumes (and is one of the cheapest) is the Microsoft Natural Keyboard. This also separates the keys into two halves and its undulating design is claimed to accommodate the natural curves of the hand.

Mice
In the early 1980s the first PCs were equipped with the traditional user input device - a keyboard. By the end of the decade however, a mouse device had become an essential for PCs running the GUI-based Windows operating system.
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The commonest mouse used today is opto-electronic. Its ball is steel for weight and rubber-coated for grip, and as it rotates it drives two rollers, one each for x and y displacement. A third spring-loaded roller holds the ball in place against the other two.

These rollers then turn two disks with radial slots cut in them. Each disk rotates between a photo-detector cell, and each cell contains two offset light emitting diodes (LEDs) and light sensors. As the disk turns, the sensors see the light appear to flash, showing movement, while the offset between the two light sensors shows the direction of movement.

Also inside the mouse are a switch for each button, and a microcontroller which interpret the signals from the sensors and the switches, using its firmware program to translate them into packets of data which are sent to the PC. Serial mice use voltages of 12V and an asynchronous protocol from Microsoft comprised of three bytes per packet to report x and y movement plus button presses. PS/2 mice use 5V and an IBM-developed communications protocol and interface.

1999 saw the introduction of the most radical mouse design advancement since its first appearance way back in 1968 in the shape of Microsoft's revolutionary IntelliMouse. Gone are the mouse ball and other moving parts inside the mouse used to track the mouse's mechanical movement, replaced by a tiny complementary metal oxide semiconductor (CMOS) optical sensor - the same chip used in digital cameras - and an on-board digital signal processor (DSP). 

Called the IntelliEye, this infrared optical sensor emits a red glow beneath the mouse to capture high-resolution digital snapshots at the rate of 1,500 images per second which are compared by the DSP and translated changes into on-screen pointer movements. The technique, called image correlation processing, executes 18 million instructions per second (MIPS) and results in smoother, more precise pointer movement. The absence of moving parts means the mouse's traditional enemies - such as food crumbs, dust and grime - are all but completely avoided. The IntelliEye works on nearly any surface, such as wood, paper, and cloth - although it does have some difficulty with reflective surfaces, such as CD jewel cases, mirrors, and glass.

Touchscreens
A touchscreen is an intuitive computer input device that works by simply touching the display screen, either by a finger, or with a stylus, rather than typing on a keyboard or pointing with a mouse. Computers with touchscreens have a smaller footprint, and can be mounted in smaller spaces; they have fewer movable parts, and can be sealed. Touchscreens may be built in, or added on. Add-on touchscreens are external frames with a clear see-through touchscreen which mount onto the monitor bezel and have a controller built into their frame. Built-in touchscreens are internal, heavy-duty touchscreens mounted directly onto the CRT tube.

The touchscreen interface - whereby users navigate a computer system by touching icons or links on the screen itself - is the most simple, intuitive, and easiest to learn of all PC input devices and is fast is fast becoming the interface of choice for a wide variety of applications, such as:

· Public Information Systems: Information kiosks, tourism displays, and other electronic displays are used by many people that have little or no computing experience. The user-friendly touchscreen interface can be less intimidating and easier to use than other input devices, especially for novice users, making information accessible to the widest possible audience. 

· Restaurant/POS Systems: Time is money, especially in a fast paced restaurant or retail environment. Because touchscreen systems are easy to use, overall training time for new employees can be reduced. And work can get done faster, because employees can simply touch the screen to perform tasks, rather than entering complex key strokes or commands. 

· Customer Self-Service: In today's fast pace world, waiting in line is one of the things that has yet to speed up. Self-service touchscreen terminals can be used to improve customer service at busy stores, fast service restaurants, transportation hubs, and more. Customers can quickly place their own orders or check themselves in or out, saving them time, and decreasing wait times for other customers. 

· Control / Automation Systems: The touchscreen interface is useful in systems ranging from industrial process control to home automation. By integrating the input device with the display, valuable workspace can be saved. And with a graphical interface, operators can monitor and control complex operations in real-time by simply touching the screen. 

· Computer Based Training: Because the touchscreen interface is more user-friendly than other input devices, overall training time for computer novices, and therefore training expense, can be reduced. It can also help to make learning more fun and interactive, which can lead to a more beneficial training experience for both students and educators. 

Any touchscreen system comprises the following three basic components;

· a touchscreen sensor panel, that sits above the display and which generates appropriate voltages according to where, precisely, it is touched 

· a touchscreen controller, that processes the signals received from the sensor and translates these into touch event data which is passed to the PC's processor, usually via a serial or USB interface 

· a software driver, provides an interface to the PC's operating system and which translates the touch event data into mouse events, essentially enabling the sensor panel to "emulate" a mouse. 

The first touchscreen was created by adding a transparent surface to a touch-sensitive graphic digitizer, and sizing it to fit a computer monitor. Initially, the purpose was to increase the speed at which data could be entered into a computer. Subsequently, several types of touchscreen technologies have emerged, each with its own advantages and disadvantages that may, or may not, make it suitable for any given application:

Resistive touchscreens respond to the pressure of a finger, a fingernail, or a stylus. They typically comprise a glass or acrylic base that is coated with electrically conductive and resistive layers. The thin layers are separated by invisible separator dots. When operating, an electrical current is constantly flowing through the conductive material. In the absence of a touch, the separator dots prevent the conductive layer from making contact with the resistive layer. When pressure is applied to the screen the layers are pressed together, causing a change in the electrical current. This is detected by the touchscreen controller, which interprets it as a vertical/horizontal coordinate on the screen (x- and y-axes) and registers the appropriate touch event.

Resistive type touchscreens are generally the most affordable. Although clarity is less than with other touchscreen types, they're durable and able to withstand a variety of harsh environments. This makes them particularly suited for use in POS environments, restaurants, control/automation systems and medical applications.

Infrared touchscreens are based on light-beam interruption technology. Instead of placing a layer on the display surface, a frame surrounds it. The frame assembly is comprised of printed wiring boards on which the opto-electronics are mounted and is concealed behind an IR-transparent bezel. The bezel shields the opto-electronics from the operating environment while allowing the IR beams to pass through. The frame contains light sources - or light-emitting diodes - on one side, and light detectors - or photosensors - on the opposite side. The effect of this is to create an optical grid across the screen. When any object touches the screen, the invisible light beam is interrupted, causing a drop in the signal received by the photosensors. Based on which photosensors stop receiving the light signals, it is easy to isolate a screen coordinate.

Infrared touch systems are solid state technology and have no moving mechanical parts. As such, they have no physical sensor that can be abraded or worn out with heavy use over time. Furthermore, since they do not require an overlay - which can be broken - they are less vulnerable to vandalism and also extremely tolerant of shock and vibration.
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Surface Acoustic Wave technology is one of the most advanced touchscreen types. SAW touchscreens work much like their infrared brethren except that sound waves, not light beams, are cast across the screen by transducers. Two sound waves, one emanating from the left of the screen and another from the top, move across the screen's surface. The waves continually bounce off reflectors located on all sides of the screen until they reach sensors located on the opposite side from where they originated. 

When a finger touches the screen, the waves are absorbed and their rate of travel thus slowed. Since the receivers know how quickly the waves should arrive relative to when they were sent, the resulting delay allows them to determine the x- and y-coordinates of the point of contact and the appropriate touch event to be registered, Unlike other touch-screen technologies, the z-axis (depth) of the touch event can also be calculated; if the screen is touched with more than usual force, the water in the finger absorbs more of the wave's energy, thereby delaying it more.

Because the panel is all glass and there are no layers that can be worn, Surface Acoustic Wave touchscreens are highly durable and exhibit excellent clarity characteristics. The technology is recommended for public information kiosks, computer based training, or other high traffic indoor environments.

Capacitive touchscreens consist of a glass panel with a capacitive (charge storing) material coating its surface. Unlike resistive touchscreens, where any object can create a touch, they require contact with a bare finger or conductive stylus. When the screen is touched by an appropriate conductive object, current from each corner of the touchscreen is drawn to the point of contact. This causes oscillator circuits located at corners of the screen to vary in frequency depending on where the screen was touched. The resultant frequency changes are measured to determine the x- and y- co-ordinates of the touch event. 

Capacitive type touchscreens are very durable, and have a high clarity. They are used in a wide range of applications, from restaurant and POS use to industrial controls and information kiosks.

The table below summarises the principal advantages/disadvantages of each of the described technologies:

	 
	Resistive
	Infrared
	Surface Acoustic Wave
	Capacitive

	Touch resolution
	High
	High
	Average
	High

	Clarity
	Average
	Good
	Good
	Good

	Operation
	Finger or stylus
	Finger or stylus
	Finger or soft-tipped stylus
	Finger only

	Durability
	Can be damaged by sharp objects
	Highly durable
	Susceptible to dirt and moisture
	Highly durable
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In the 1980s, dot-matrix and laser printers were pre-dominant, with inkjet technology not emerging in any significant way until the 1990s. The laser printer was introduced by Hewlett-Packard in 1984, based on technology developed by Canon. It worked in a similar way to a photocopier, the difference being the light source. With a photocopier a page is scanned with a bright light, while with a laser printer the light source is, not surprisingly, a laser. After that the process is much the same, with the light creating an electrostatic image of the page onto a charged photoreceptor, which in turn attracts toner in the shape of an electrostatic charge.
Laser printers quickly became popular due to the high quality of their print and their relatively low running costs. As the market for lasers has developed, competition between manufacturers has become increasingly fierce, especially in the production of budget models. Prices have gone down and down as manufacturers have found new ways of cutting costs. Output quality has improved, with 600dpi resolution becoming more standard, and build has become smaller, making them more suited to home use.
Laser printers have a number of advantages over the rival inkjet technology. They produce much better quality black text documents than inkjets, and they tend to be designed more for the long haul - that is, they turn out more pages per month at a lower cost per page than inkjets. So, if it's an office workhorse that's required, the laser printer may be the best option. Another factor of importance to both the home and business user is the handling of envelopes, card and other non-regular media, where lasers once again have the edge over inkjets. 
Considering what goes into a laser printer, it is amazing they can be produced for so little money. In many ways, the components which make up a laser printer are far more sophisticated than those in a computer. The RIP (raster image processor) might use an advanced RISC processor; the engineering which goes into the bearings for the mirrors is very advanced; and the choice of chemicals for the drum and toner, while often environmentally unsound, is fascinating. Getting the image from the PC's screen to paper requires an interesting mix of coding, electronics, optics, mechanics and chemistry.
Communication
A laser printer needs to have all the information about a page in its memory before it can start printing. How an image is communicated from the PC's memory to a laser printer depends on the type of printer being used. The crudest arrangement is the transfer of a bitmap image. In this case there is not much the computer can do to improve on the quality, so sending a dot for a dot is all it can do. 
However, if the system knows more about the image than it can display on the screen there are better ways to communicate the data. A standard A4 sheet is 8.5in across and 11in deep. At 300dpi, that is more than eight million dots compared with the eight hundred thousand pixels on a 1024 by 768 screen. There is obviously scope for a much sharper image on paper - even more so at 600dpi, where a page can have 33 million dots.
The major way quality can be improved is by sending a page description consisting of outline/vector information and allowing the printer to make the best possible use of it. If the printer is told to draw a line from one point to another, it can use the basic geometric principle that a line has length but not width, and draw that line one dot wide. The same holds for curves, which can be as fine as the resolution of the printer allows. The idea is that one single page description may be sent to any suitable device, which would subsequently print it to the best of its ability - hence the much-touted term, device independent. 
Text characters are made up of lines and curves so can be handled in the same way, but a better solution is to use a pre-described font shape, such as TrueType or Type-1 formats. Along with precise placement, the page description language (PDL) may take a font shape and scale it, rotate it, or generally manipulate it to its heart's content. There's the added advantage of only requiring one file per font as opposed to one file for each point size. Having predefined outlines for fonts allows the computer to send a tiny amount of information - one byte per character - and produce text in any of many different font styles and many different font sizes.
Operation
Where the image to be printed is communicated to it via a page description language, the printer's first job is to convert the instructions into a bitmap. This is done by the printer's internal processor, and the result is an image (in memory) of which every dot will be placed on the paper. Models designated "Windows printers" don't have their own processors, so the host PC creates the bitmap, writing it directly to the printer's memory.
At the heart of the laser printer is a small rotating drum - the organic photo-conducting cartridge (OPC) - with a coating that allows it to hold an electrostatic charge. Initially the drum is given a total positive charge. Subsequently, a laser beam scans across the surface of the drum, selectively imparting points of negative charge onto the drum's surface that will ultimately represent the output image. The area of the drum is the same as that of the paper onto which the image will eventually appear, every point on the drum corresponding to a point on the sheet of paper. In the meantime, the paper is passed through an electrically charged wire which deposits a negative charge onto it. 
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On true laser printers, the selective charging is done by turning the laser on and off as it scans the rotating drum, using a complex arrangement of spinning mirrors and lenses. The principle is the same as that of a disco mirror ball. The lights bounce off the ball onto the floor, track across the floor and disappear as the ball revolves. In a laser printer, the mirror drum spins incredibly quickly and is synchronised with the laser switching on and off. A typical laser printer will perform millions of switches, on and off, every second.
Inside the printer, the drum rotates to build one horizontal line at a time. Clearly, this has to be done very accurately. The smaller the rotation, the higher the resolution down the page - the step rotation on a modern laser printer is typically 1/600th of an inch, giving a 600dpi vertical resolution rating. Similarly, the faster the laser beam is switched on and off, the higher the resolution across the page.
As the drum rotates to present the next area for laser treatment, the written-on area moves into the laser toner. Toner is very fine black powder, positively charged so as to cause it to be attracted to the points of negative charge on the drum surface. Thus, after a full rotation the drum's surface contains the whole of the required black image. 
A sheet of paper now comes into contact with the drum, fed in by a set of rubber rollers. This charge on the paper is stronger than the negative charge of the electrostatic image, so the paper magnetically attracts the toner powder. As it completes it's rotation it lifts the toner from the drum, thereby transferring the image to the paper. Positively charged areas of the drum don't attract toner and result in white areas on the paper.
Toner is specially designed to melt very quickly and a fusing system now applies heat and pressure to the imaged paper in order to adhere the toner permanently. Wax is the ingredient in the toner which makes it more amenable to the fusion process, while it's the fusing rollers that cause the paper to emerge from a laser printer warm to the touch.
The final stage is to clean the drum of any remnants of toner, ready for the cycle to start again.
There are two forms of cleaning, physical and electrical. With the first, the toner which was not transferred to the paper is mechanically scraped off the drum and the waste toner collected in a bin. Electrical cleaning takes the form of covering the drum with an even electrical charge so the laser can write on it again. This is done by an electrical element called the corona wire. Both the felt pad which cleans the drum and the corona wire need to be changed regularly.
LED printers
LED (light-emitting diode) page printing - invented by Casio, championed by Oki and also used by Lexmark - was touted as the next big thing in laser printing in the mid-1990s. However, five years on - notwithstanding its environmental friendliness - the technology had yet to make a significant impact in the market.
The technology produces the same results as conventional laser printing and uses the same fundamental method of applying toner to the paper. A static charge is applied to a photo-receptive drum and, when the light from the LED hits it, the charge is reversed, creating a pattern of dots that corresponds to the image that will eventually appear on the page. After this, electrically charged dry toner is applied, which sticks to the areas of the drum that have had their charge reversed, and then applied to the paper as it passes past the drum on its way to the output tray. The difference between the two technologies lies in the method of light distribution.
LED printers function by means of an array of LEDs built into the cover of the printer - usually more than 2,500 covering the entire width of the drum - which create an image when shining down at 90 degrees. A 600dpi LED printer will have 600 LEDs per inch, over the required page width. The advantage is that a row of LEDs is cheaper to make than a laser and mirror with lots of moving parts and, consequently, the technology presents a cheaper alternative to conventional laser printers. The LED system also has the benefit of being compact in relation to conventional lasers. Colour devices have four rows of LEDs - one each for cyan, magenta, yellow and black toners - allowing colour prints speeds the same as those for monochrome units.
The principal disadvantage of LED technology is that the horizontal resolution is absolutely fixed, and while some resolution enhancements can be applied, none of them will be as good as the possible resolution upgrades offered by true lasers. Moreover, an LED printer's drum performs at its best in terms of efficiency and speed when continuous, high-volume printing is called for. In much the same was as a light bulb will last less long the more it is switched on and off, so an LED printer's drum lifetime is shortened when used often for small print runs. 
LCD printers work on a similar principle, using a liquid crystal panel as a light source in place of a matrix of LEDs.
Colour lasers
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Laser printers are usually monochrome devices, but as with most mono technologies, laser printing can be adapted to colour. It does this by using cyan, magenta and yellow in combination to produce the different printable colours. Four passes through the electro-photographic process are performed, generally placing toners on the page one at a time or building up the four-colour image on an intermediate transfer surface.
Most modern laser printers have a native resolution of 600 or 1200dpi. Lower resolution models can often vary the intensity of their laser/LED spots, but deliver coarser multi-level toner dots resulting in mixed "contone" and halftone printing, rather than continuous tone output. Rated print speeds vary between 3 and 5ppm in colour and 12 to 14ppm in monochrome. A key area of development, pioneered by Lexmark's 12ppm LED printer launched in the autumn of 1998, is to boost colour print speed up to the same level as mono with simultaneous processing of the four toners and one-pass printing.
The Lexmark Optra Colour 1200N achieves this by having completely separate processes for each colour. The compactness which results from use of LED arrays instead of the bulky focusing paraphernalia associated with a laser imaging unit allows the colour engine to be built with four complete printheads arranged. The CMY and K toner cartridges are laid out in-line down the paper path and each unit has its own photo-conductive drum. Above each unit in the printer's lid are four LED arrays - again, one for each colour. Data can be sent to all four heads simultaneously. The process starts with magenta and passes through cyan and yellow, with black laid down last.
Apart from their speed, one of the main advantages of colour lasers is the durability of their output - a function of the chemically inert toners that are fused onto the paper's surface rather than absorbed into it, as with most inkjets. This allows colour lasers to print well on a variety of media, without the problems of smudging and fading that beset many inkjets. Furthermore, by controlling the amount of heat and pressure in the fusing process, output can be given a user-controllable "finish", from matte through to gloss.
If history is anything to go by, the future for laser and LED colour printing looks bright. Within four years of the first appearance of colour lasers in 1994 prices approximately halved. With the market continuing to be stimulated, both by falling prices and improved technology, it looks inevitable that the laser or LED colour laser will become as commonplace and as indispensable as the photocopier.
Consumables
Most lasers use cartridge technology based on an organic photoconductive (OPC) drum, coated in light-sensitive material. During the lifetime of the printer, the drum needs to be periodically replaced as its surface wears out and print quality deteriorates. The cartridge is the other big consumable item in a laser printer. Its lifetime depending on the quantity of toner it contains. When the toner runs out, the cartridge is replaced. Sometimes the toner cartridge and the OPC drum are housed separately, but in the worst case, the drum is located inside the cartridge. This means that when the toner runs out, the whole drum containing the OPC cartridge needs to be replaced, which adds considerably to the running costs of the printer and produces large amounts of waste.
The situation is even worse with a colour laser - which can actually have up to nine separate consumables items (four colour toners, an OPC belt or drum, a developer unit, a fuser unit, fuser oil and a waste toner bottle). Many of these must be fitted when the printer is set up, and all expire after varying pages counts, depending on the manufacturer and usage. This high component count is a major reason for the cost and general lack of usability and manageability of colour lasers, and its reduction is a major focus for laser printer manufacturers. 
Some have tried to improve this situation by making drums more durable and eliminating all consumables except for toner. Kyocera, for instance, was the first manufacturer to produce a "cartridge-free" printer which uses an amorphous silicon drum. The drum uses a robust coating which lasts for the lifetime of the printer, so the only item requiring regular replacement is the toner and even this comes in a package made from a non-toxic plastic, designed to be incinerated without releasing harmful gases.
Environmental issues
Unfortunately, the technology used in laser printers makes ozone an inherent by-product of the printing process. The level of emission depends on where and how a printer is kept. Areas with large concentrations of dust, small enclosed offices or poorly ventilated rooms can cause high ozone intensity. Some printers contain filters to limit ozone concentration to levels below standards which have been established by various bodies - the American Conference of Governmental Industrial Hygienists, for example. After a certain number of pages have passed through a printer (usually about 150,000) the filter should be replaced by an authorised service engineer. 
Power-saving abilities are also becoming important in laser printer design. The Environmental Protection Agency (EPA) has stipulated that for a printer to gain Energy Star Compliance, it must dramatically reduce its power consumption when not being used. The power saver usually works by warming up the printer only when it is sent a job. If the printer is left idle for a certain period of time, the printer's power consumption is reduced. Usually this period of time can be altered by the user and, if preferred, the power saver can be turned off altogether. 
Page description languages
Communication between a computer and a printer is very different today to what it was several years ago. Text was sent in ASCII along with simple character codes instructing bold, italic, condensed or enlarged type. Fonts consisted of those built into the printer, distinguished more often than not by a switch selecting serif or sans serif. Graphics were produced line by line, slowly and streakily. The one big advantage of ASCII-described text is that its transmission happens quickly and easily: if the electronic document contains a letter A, the ASCII code for an A is sent and the printer, recognising the code, prints an A. The big problem was that without careful planning, the printed letter rarely ended up in the same position it held on the screen. Worse, the entire process was device-dependent, and so unpredictable, with different printers offering different font shapes and sizes.
PostScript
The situation changed dramatically in 1985 with Adobe's announcement of PostScript Level 1, based on Forth and arguably the first standard multi-platform device-independent page description language. PostScript describes pages in outline, vector form which is sent to the display or printing device to be converted into dots (rasterised) at the device's best ability. A monitor could manage 75dpi, a laser 300dpi and an image-setter up to 2400dpi. Each one produced more faithful representations of the PostScript description than the last, but all had the sizes and positions of the shapes in common. Hence device independence and the birth of the acronym, WYSIWYG - What You See Is What You Get.
PostScript Level 1 appealed to the high-end publishers thanks mostly to the fact that proofs made on a 300dpi laser would be laid out identically to those on 2400dpi image setters used to make film. Furthermore, it was possible to send the PostScript instructions from any platform. All that was required was a driver to turn the document information into PostScript which could then be understood by any PostScript printer. These features coupled with graphics snobbery, particularly amongst the Apple Macintosh community, and the fact that Adobe is the only official licenser, made PostScript-equipped devices ultimately desirable and consequently expensive.
PostScript Level 2, released a few years ago, offered device-independent colour, data compression for faster printing, and improved halftone algorithms, memory and resource management. PostScript Extreme (formerly called Supra) is Adobe's newest variant, aimed at the top level of high-volume, high-speed printing systems like digital presses. 
PCL
Adobe's approach left a gap in the market which Hewlett-Packard strove to fill with its own device independent-ish page description language based on its Printer Command Language, PCL, which first appeared in the 1970s.
HP's marketing has been entirely different to Adobe's, opting for the mass cloners rather than exclusive licensing. This strategy has resulted in a plethora of printers equipped with clones of PCL costing much less than their PostScript-licensed counterparts. The problem with having so many PCL clones around is that it's not possible to guarantee 100% identical output on all printers. This is only a problem when the intention is to use high-resolution bureaux and where an exact proof is required before sending them the document files. Only PostScript can offer an absolute guarantee. 
PCL was originally made for use with dot-matrix printers and is an escape code rather than a complete PDL. Its first widespread incarnation, version 3, only supported simple printing tasks. PCL 4 added better support for graphics and is still used in personal printers. It requires less processing power than PCL 5, or the latest version PCL 6.
PCL 5, developed for the LaserJet III, offered a similar feature set to PostScript, with scaleable fonts through the Intellifont system and vector descriptions giving WYSIWYG on the desktop. PCL 5 also utilised various forms of compression which speeded up printing times considerably compared to PostScript Level 1. PCL 5e brought bi-directional communication for status reporting, but no extra print quality enhancements, while PCL 5c added specific improvements for colour printers. 
In 1996 HP announced PCL 6. First implemented on the LaserJet 5, 5N and 5M workgroup printers, PCL 6 is a complete rewrite. It's a flexible, object-orientated control language, tuned for fast processing of graphically-rich documents and offers better WYSIWYG facilities. This makes it ideal for handling Web pages. The more efficient code, combined with faster processors and dedicated hardware acceleration of the LaserJet 5 printers, results in time-to-first-page speed increases of up to 32% over the LaserJet 4(M)+ printers they replaced.
GDI
The alternative to laser printers which use languages such as PostScript and PCL are Windows GDI (Graphical Device Interface) bitmap printers. These use the PC to render pages before sending them as a bitmap for direct printing, using the printer just as a print engine. Consequently, there's no need for expensive processors or large amounts of on-board RAM, making the printer cheaper. However, sending the complete page in compressed bitmap form takes time, reducing printing speed and increasing the time taken to regain control of the PC. GDI printers are, therefore, generally confined to the personal printer market.
Some manufacturers elect to use the Windows Print System, a standard developed by Microsoft to create a universal architecture for GDI printers. The Windows Printing System works slightly differently to the pure GDI model. It enables the Windows GDI language to be converted to a bitmap while printing; the basic idea being to reduce the heavy dependence of the printer on the PC's processor. Under this system, the image is actually being rendered during the printing process which greatly reduces the amount of processing power required from the PC. Other laser printer models use a combination of GDI technology and traditional architecture, allowing fast printing from Windows as well as support for native DOS applications.
Adobe PrintGear
An alternative for personal printers is Adobe's PrintGear - a complete hardware/software system based on an Adobe custom-designed processor designed specifically for the lucrative small and home office (SoHo) market. Adobe claims that 90% of typical SoHo documents can be described by a small number of basic objects. They have consequently designed a dedicated 50MHz image processor to specifically handle these RISC-like tasks, which is claimed to offer large speed increases over traditional printer processors and be cheaper, too. A printer equipped with Adobe PrintGear typically features the dedicated processor and a sophisticated software driver, and offers options including tiling, up to 16 thumbnail pages per single sheet, two-sided printing, booklet printing and watermarking.
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Although inkjets were available in the 1980s, it was only in the 1990s that prices dropped enough to bring the technology to the high street. Canon claims to have invented what it terms "bubble jet" technology in 1977, when a researcher accidentally touched an ink-filled syringe with a hot soldering iron. The heat forced a drop of ink out of the needle and so began the development of a new printing method.
Inkjet printers have made rapid technological advances in recent years. The three-colour printer has been around for several years now and has succeeded in making colour inkjet printing an affordable option; but as the superior four-colour model became cheaper to produce, the swappable cartridge model was gradually phased out. 
Traditionally, inkjets have had one massive attraction over laser printers; their ability to produce colour, and that is what makes them so popular with home users. Since the late 1990s, when the price of colour laser printers began to reach levels which made them viable for home users, this advantage has been less definitive. However, in that time the development of inkjets capable of photographic-quality output has done much to help them retain their advantage in the realm of colour. 
The down side is that although inkjets are generally cheaper to buy than lasers, they are more expensive to maintain. Cartridges need to be changed more frequently and the special coated paper required to produce high-quality output is very expensive. When it comes to comparing the cost per page, inkjets work out about ten times more expensive than laser printers.
Since the invention of the inkjet, colour printing has become immensely popular. Research in inkjet technology is making continual advances, with each new product on the market showing improvements in performance, usability, and output quality. As the process of refinement continues, so the price of an inkjet printers continue to fall.
Operation
Inkjet printing, like laser printing, is a non-impact method. Ink is emitted from nozzles as they pass over a variety of possible media, and the operation of an inkjet printer is easy to visualise: liquid ink in various colours being squirted at the paper to build up an image. A print head scans the page in horizontal strips, using a motor assembly to move it from left to right and back, as another motor assembly rolls the paper in vertical steps. A strip of the image is printed, then the paper moves on, ready for the next strip. To speed things up, the print head doesn't print just a single row of pixels in each pass, but a vertical row of pixels at a time.
On ordinary inkjets, the print head takes about half a second to print a strip across a page. Since A4 paper is about 8.5in wide and inkjets operate at a minimum of 300dpi, this means there are at least 2,475 dots across the page. The print head has, therefore, about 1/5000th of a second to respond as to whether or not a dot needs printing. In the future, fabrication advances will allow bigger print-heads with more nozzles firing at faster frequencies, delivering native resolutions of up to 1200dpi and print speeds approaching those of current colour laser printers (3 to 4ppm in colour, 12 to 14ppm in monochrome).
There are several types of inkjet technology but the most common is "drop on demand" (DOD). This works by squirting small droplets of ink onto paper, through tiny nozzles: like turning a hosepipe on and off 5,000 times a second. The amount of ink propelled onto the page is determined by the driver software that dictates which nozzles shoot droplets, and when.
The nozzles used in inkjet printers are hair fine and on early models they became easily clogged. On modern inkjet printers this is rarely a problem, but changing cartridges can still be messy on some machines. Another problem with inkjet technology is a tendency for the ink to smudge immediately after printing, but this, too, has improved drastically during the past few years with the development of new ink compositions.
Thermal technology
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Most inkjets use thermal technology, whereby heat is used to fire ink onto the paper. There are three main stages with this method. The squirt is initiated by heating the ink to create a bubble until the pressure forces it to burst and hit the paper. The bubble then collapses as the element cools, and the resulting vacuum draws ink from the reservoir to replace the ink that was ejected. This is the method favoured by Canon and Hewlett-Packard.
Thermal technology imposes certain limitations on the printing process in that whatever type of ink is used, it must be resistant to heat because the firing process is heat-based. The use of heat in thermal printers creates a need for a cooling process as well, which levies a small time overhead on the printing process.
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Tiny heating elements are used to eject ink droplets from the print-head's nozzles. Today's thermal inkjets have print heads containing between 300 and 600 nozzles in total, each about the diameter of a human hair (approx. 70 microns). These deliver drop volumes of around 8 - 10 picolitres (a picolitre is a million millionth of a litre), and dot sizes of between 50 and 60 microns in diameter. By comparison, the smallest dot size visible to the naked eye is around 30 microns. Dye-based cyan, magenta and yellow inks are normally delivered via a combined CMY print-head. Several small colour ink drops - typically between four and eight - can be combined to deliver a variable dot size, a bigger palette of non-halftoned colours and smoother halftones. Black ink, which is generally based on bigger pigment molecules, is delivered from a separate print-head in larger drop volumes of around 35pl.
Nozzle density, corresponding to the printer's native resolution, varies between 300 and 600dpi, with enhanced resolutions of 1200dpi increasingly available. Print speed is chiefly a function of the frequency with which the nozzles can be made to fire ink drops and the width of the swath printed by the print-head. Typically this is around 12MHz and half an inch respectively, giving print speeds of between 4 to 8ppm (pages per minute) for monochrome text and 2 to 4ppm for colour text and graphics. 
Piezo-electric technology
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Epson's proprietary inkjet technology uses a piezo crystal at the back of the ink reservoir. This is rather like a loudspeaker cone - it flexes when an electric current flows through it. So, whenever a dot is required, a current is applied to the piezo element, the element flexes and in so doing forces a drop of ink out of the nozzle.
There are several advantages to the piezo method. The process allows more control over the shape and size of ink droplet release. The tiny fluctuations in the crystal allow for smaller droplet sizes and hence higher nozzle density. Also, unlike with thermal technology, the ink does not have to be heated and cooled between each cycle. This saves time, and the ink itself is tailored more for its absorption properties than its ability to withstand high temperatures. This allows more freedom for developing new chemical properties in inks.
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Epson's latest mainstream inkjets have black print-heads with 128 nozzles and colour (CMY) print-heads with 192 nozzles (64 for each colour), addressing a native resolution of 720 by 720dpi. Because the piezo process can deliver small and perfectly formed dots with high accuracy, Epson is able to offer an enhanced resolution of 1440 by 720dpi - although this is achieved by the print-head making two passes, with a consequent reduction in print speed. The tailored inks Epson has developed for use with its piezo technology are solvent-based and extremely quick-drying. They penetrate the paper and maintain their shape rather than spreading out on the surface and causing dots to interact with one another. The result is extremely good print quality, especially on coated or glossy paper.
Colour perception
Visible light falls between 380nm (violet) and 780nm (red) on the electromagnetic spectrum, sandwiched between ultraviolet and infrared. White light comprises approximately equal proportions of all the visible wavelengths, and when this shine on or through an object, some wavelengths are absorbed and others are reflected or transmitted. It's the reflected or transmitted light that gives the object its perceived colour. Leaves, for example, are their familiar colour because chlorophyll absorbs light at the blue and red ends of the spectrum and reflects the green part in the middle.
The "temperature" of the light source, measured in Kelvin (K), affects an object's perceived colour. White light, as emitted by the fluorescent lamps in a viewing box or by a photographer's flashlight, has an even distribution of wavelengths, corresponding to a temperature of around 6,000K, and doesn't distort colours. Standard light bulbs, however, emit less light from the blue end of the spectrum, corresponding to a temperature of around 3,000K, and cause objects to appear more yellow.
Humans perceive colour via a layer of light-sensitive cells on the back of the eye called the retina. The key retinal cells are the cones that contain photo-pigments that render them sensitive to red, green or blue light (the other light-sensitive cells, the rods, are only activated in dim light). Light passing through the eye is regulated by the iris and focused by the lens onto the retina, where cones are stimulated by the relevant wavelengths. Signals from the millions of cones are passed via the optic nerve to the brain, which assembles them into a colour image.
Creating colour
Creating colour accurately on paper has been one of the major areas of research in colour printing. Like monitors, printers closely position different amounts of key primary colours which, from a distance, merge to form any colour; this process is known as dithering. 
Monitors and printers do this slightly differently however because monitors are light sources, whereas the output from printers reflects light. So, monitors mix the light from phosphors made of the primary additive colours: red, green and blue (RGB), while printers use inks made of the primary subtractive colours: cyan, magenta and yellow (CMY). White light is absorbed by the coloured inks, reflecting the desired colour. In each case, the basic primary colours are dithered to form the entire spectrum. Dithering breaks a colour pixel into an array of dots so that each dot is made up of one of the basic colours or left blank.
The reproduction of colour from the monitor to the printer output is also a major area of research known as colour-matching. Colours vary from monitor to monitor and the colours on the printed page do not always match up with what is displayed on-screen. The colour generated on the printed page is dependent on the colour system used and the particular printer model; not by the colours shown on the monitor. Printer manufacturers have put lots of money into the research of accurate monitor/printer colour-matching.
Modern inkjets are able to print in colour and black and white, but the way they switch between the two modes varies between different models. The basic design is determined by the number of inks in the machine. Printers containing four colours - cyan, yellow, magenta, and black (CMYK) - can switch between black and white text and colour images all on the same page with no problem. Printers equipped with only three colours, can't. 
Many of the cheaper inkjet models have room for only one cartridge. You can set them up with a black ink cartridge for monochrome printing, or a three-colour cartridge (CMY) for colour printing, but you can't set them up for both at the same time. This makes a big difference to the operation of the printer. Each time you want to change from black and white to colour, you must physically swap over the cartridges. When you use black on a colour page, it will be made up from the three colours, which tends to result in an unsatisfactory dark green or grey colour usually referred to as composite black. However, the composite black produced by current inkjet printers is much better than it was a few years ago due to the continual advancements in ink chemistry.
Colour management
The human eye can distinguish around a million colours, the precise number depending on the individual observer and viewing conditions. Colour devices create colours in different ways, resulting in different colour gamuts.
Colour can be described conceptually by a three-dimensional HSB model:
· Hue (H) refers to the basic colour in terms of one or two dominant primary colours (red, or blue-green, for example); it is measured as a position on the standard colour wheel, and is described as an angle in degrees, between 0 to 360. 
· Saturation (S), also referred to as chroma, refers to the intensity of the dominant colours; it is measured as a percentage from 0 to 100 percent - at 0% the colour would contain no hue, and would be grey, at 100%, the colour is fully saturated. 
· Brightness (B) refers to the colour's proximity to white or black, which is a function of the amplitude of the light that stimulates the eye's receptors; it is also measured as a percentage - if any hue has a brightness of 0%, it becomes black, with 100% it becomes fully light. 
RGB (Red, Green, Blue) and CMYK (Cyan, Magenta, Yellow, Black) are other common colour models. CRT monitors use the former, creating colour by causing red, green, and blue phosphors to glow; this system is called additive colour. Mixing different amounts of each of the red, green or blue, creates different colours, and each can be measured from 0 to 255. If all red, green and blue are set to 0, the colour is black, is all are set to 255, the colour is white.
Printed material is created by applying inks or toner to white paper. The pigments in the ink absorb light selectively so that only parts of the spectrum are reflected back to the viewer's eye, hence the term subtractive colour. The basic printing ink colours are cyan, magenta, and yellow, and a fourth ink, black, is usually added to create purer, deeper shadows and a wider range of shades. By using varying amounts of these "process colours" a large number of different colours can be produced. Here the level of ink is measured from 0% to 100%, with orange, for example being represented by 0% cyan, 50% magenta, 100% yellow and 0% black. 
The CIE (Commission Internationale de l'Eclairage) was formed early in this century to develop standards for the specification of light and illumination and was responsible for the first colour space model. This defined colour as a combination of three axes: x, y, and z, with, in broad terms, x representing the amount of redness in a colour, y the amount of greenness and lightness (bright-to-dark), and z the amount of blueness. In 1931 this system was adopted as the CIE x*y*z model, and it's the basis for most other colour space models. The most familiar refinement is the Yxy model, in which the near triangular xy planes represent colours with the same lightness, with lightness varying along the Y-axis. Subsequent developments, such as the L*a*b and L*u*v models released in 1978, map the distances between colour co-ordinates more accurately to the human colour perception system.
For colour is to be an effective tool, it must be possible to create and enforce consistent, predictable colour in a production chain: scanners, software, monitors, desktop printers, external PostScript output devices, prepress service bureaux, and printing presses. The dilemma is that different devices just can't create the same range of colours. It is in the field of colour management that all of this colour modelling effort comes into its own. This uses the device-independent CIE colour space to mediate between the colour gamuts of the various different devices. Colour management systems are based on generic profiles of different colour devices, which describe their imaging technologies, gamuts and operational methods. These profiles are then fine-tuned by calibrating actual devices to measure and correct any deviations from ideal performance. Finally, colours are translated from one device to another, with mapping algorithms choosing the optimal replacements for out-of-gamut colours that can't be handled.
Until Apple introduced ColorSync as a part of its System 7.x operating system in 1992, colour management was left to specific applications. These high-end systems have produced impressive results, but they are computationally intensive and mutually incompatible. Recognising the problems of cross-platform colour, the ICC (International Colour Consortium, although originally named the ColorSync Profile Consortium) was formed in March 1994 to establish a common device profile format. The founding companies included Adobe, Agfa, Apple, Kodak, Microsoft, Silicon Graphics, Sun Microsystems, and Taligent.
The goal of the ICC is to provide true portable colour that will work in all hardware and software environments, and it published its first standard - version 3 of the ICC Profile Format - in June 1994. There are two parts to the ICC profile; the contains information about the profile itself, such as what device created the profile and when and the second is colourmetric device characterisation, which explains how the device renders colour. The following year Windows 95 became the first Microsoft operating environment to include colour management and support for ICC-compliant profiles, via the ICM (Image Colour Management) system.
Print quality
The two main determinants of colour print quality are resolution, measured in dots per inch (dpi), and the number of levels or graduations that can be printed per dot. Generally speaking, the higher the resolution and the more levels per dot, the better the overall print quality.
In practice, most printers make a trade-off, some opting for higher resolution and others settling for more levels per dot, the best solution depending on the printer's intended use. Graphic arts professionals, for example, are interested in maximising the number of levels per dot to deliver "photographic" image quality, while general business users will require reasonably high resolution so as to achieve good text quality as well as good image quality.
The simplest type of colour printer is a binary device in which the cyan, magenta, yellow and black dots are either "on" (printed) or "off" (not printed), with no intermediate levels possible. If ink (or toner) dots can be mixed together to make intermediate colours, then a binary CMYK printer can only print eight "solid" colours (cyan, magenta, yellow, red, green and blue, plus black and white). Clearly this isn't a big enough palette to deliver good colour print quality, which is where halftoning comes in.
Halftoning algorithms divide a printer's native dot resolution into a grid of halftone cells and then turn on varying numbers of dots within these cells in order to mimic a variable dot size. By carefully combining cells containing different proportions of CMYK dots, a halftoning printer can "fool" the human eye into seeing a palette of millions of colours rather than just a few.
In continuous tone printing there's an unlimited palette of solid colours. In practice, "unlimited" means 16.7 million colours, which is more than the human eye can distinguish. To achieve this, the printer must be able to create and overlay 256 shades per dot per colour, which obviously requires precise control over dot creation and placement. Continuous tone printing is largely the province of dye sublimation printers. However, all of the mainstream printing technologies can produce multiple shades (usually between 4 and 16) per dot, allowing them to deliver a richer palette of solid colours and smoother halftones. Such devices are referred to as "contone" printers.
In the late 1990s, "six-colour" inkjet printers appeared on the market, specifically targeted at delivering "photographic-quality" output. These devices added two further inks - light cyan and light magenta - to make up for inkjet technology's inability to create very small (and therefore light) dots. These six-colour inkjets produced more subtle flesh tones and finer colour graduations than standard CMYK devices, but some doubted that they'd be needed in the future, when ink drop volumes were expected to have shrunk to around 2 to 4 picolitres. The smaller drop sizes will reduce the amount of halftoning required, allowing a wider range of tiny drops to be combined to create a bigger palette of solid colours.
Long-time market leader Hewlett-Packard has consistently espoused the advantages of improving colour print quality by increasing the number of colours that can be printed on an individual dot rather than simply increasing dpi, arguing that the latter approach both sacrifices speed and causes problems arising from excess ink - especially on plain paper. HP manufactured the first inkjet printer to print more than eight colours (or two drops of ink) on a dot in 1996, it's DeskJet 850C being capable of printing up to four drops of ink on a dot. Over the years it has progressively refined its PhotoREt colour layering technology to the point where, by late 1999, it was capable of producing an extremely small 5pl drop size and up to 29 ink drops per dot - sufficient to represent over 3,500 printable colours per dot.
Photo printers
In the late 1990s inkjets began to emerge capable of a print quality that enabled them to produce "photographic quality" output. In the early days many so-called "photo inkjets" were simply high-end inkjets, typically four-colour printers with one or two photo-friendly features - such as the ability to plug in a digital camera directly to print photos - added. Epson soon established themselves as market leader, their Stylus Photo range of printers being the first inkjets capable of delivering a print density of 1,440 dpi (1,440 x 720). 
By early in the new millennium Epson launched a complete solution - comprising new printers, papers and inks - that, for the first time, genuinely rivalled the quality and longevity of output from a professional photo lab. Not long after, photo printing had established itself as a mainstream PC application and the appeal of photo printers had trickled down to the masses, along with consumer interest in digital cameras. 
A specialist photo inkjet printer uses more shades of ink – so-called “photo inks” – and smaller-than-usual dots, enabling it to achieve smoother blends and a greater range of colours than its “general purpose” counterpart, A six-colour inkjet uses dilute versions of cyan and magenta as well as the normal CMYK. Eight-colour models are also available, typically additionally using a light shades of yellow and a grey ink. The latter addresses the traditional problem with the printing of black-and-white photos on an inkjet, eliminating the green tinge that can result from diluting black ink into shades of grey. 
Of course, such printers also require more sophisticated driver software to effectively translate a digital camera's data into instructions for the printer's ink sprayers. The net result, however, is that a photo inkjet is capable of creating a huge gamut of colour, enabling it to realistically reproduce complex hues, such as flesh tones. 
For a number of years the types of inkjet printer could be differentiated by the type of ink they used, photo printers typically employing pigment-based inks, rather than the dye-based inks in most ordinary inkjets. Pigment-based inks generally have better archival qualities - resistance to colour fading - than dye-based inks. The downside is that they often have a more restricted and less vivid gamut - the range of colours they can produce. Some printers shipped with dye-based inks are also capable of using pigment-based inks, enabling the user to decide the trade-off between quality and longevity. 
By the early 2000s the quality gamut between dyes and pigments had been reduced sufficiently for the type of ink to no longer be a valid differentiator between photo and ordinary colour inkjets. Rather, as well as the variety of inks it supported, the marketing focus for photo inkjets was more to do with the number of "direct printing" options a printer had. 
Standalone photo printers - aimed at printing directly from a digital camera without any involvement of a PC - had begun to emerge in the late 1990s. In the early days, many of these were dye-sublimation rather than inkjet printers, and limited in the size of paper they were capable of handling. Moreover, they were also generally manufacturer specific, designed for use only with the same manufacturer's digital cameras. 
By 2003, standalone photo printers had evolved into far more versatile devices. Many used conventional inkjet technology and, while optimised for printing high-quality photos, were also capable of general purpose printing, using normal paper sizes. Also, by this time the major manufacturers had got together to establish the PictBridge standard, enabling any compliant printer to be used with any make of digital camera. Moreover, an increase in the number of inkjet printers capable of dye-sublimation techniques was further illustration of the trend towards all-purpose inkjets. 
Typical photography-related features offered by this new breed of photo-orientated inkjets include: 
· the ability to print directly from compatible digital cameras. 
· storage card readers such as CompactFlash, SmartMedia, Secure Digital/MultiMediaCard and Memory Stick. 
· specialist photo-size paper feeders. 
· the ability to handle roll paper. 
· output of borderless prints. 
· the creation an index sheet (the equivalent of a contact sheet in the film world). 
· a built-in LCD screen that lets you preview images. 
Some devices go as far as emulating the functionality provided by photo kiosks, providing a menu-driven system via the LCD that allows users to crop, choose a size and resolution, print multiple copies on one sheet and so on. 
Whatever technology is applied to printer hardware, the final product consists of ink on paper, so these two elements are vitally important when it comes to producing quality results. 
Ink and paper
The ink used in inkjet technology is water-based, which poses certain problems. The results from some of the early inkjet printers were prone to smudging and running, but since then there have been enormous improvements in ink chemistry. Oil-based ink is not really a solution to the problem because it would impose a far higher maintenance cost on the hardware. Printer manufacturers are making continual progress in the development of water-resistant inks, but the results from inkjet printers are still weak compared to laser printers. 
One of the major goals of inkjet manufacturers is to develop the ability to print on almost any media. The secret to this is ink chemistry, and most inkjet manufacturers will jealously protect their own formulas. Companies like Hewlett-Packard, Canon and Epson invest large sums of money in research to make continual advancements in ink pigments, qualities of lightfastness and waterfastness, and suitability for printing on a wide variety of media.
By the early 2000s most inkjets used dye-based colour inks and pigment-based black. Pigment molecules are much larger and more complex than dye molecules and consequently break down more slowly than dye molecules. Dyes are much more susceptible to UV radiation and pollution for the same reason. For example, when light hits the small dye molecule it entirely damages it, but when light hits much larger pigment molecules only the surface is damaged. Dye molecules' smaller size also precipitates bleeding and spreading on a marked surface to a greater extent than pigments. The net result is that pigments are more fade-resistent than dyes. 
By the early 2000s most inkjets used small molecule dyes for coloured inks - capitalising on their wider colour gamut - and larger molecule pigment-based black ink - because of its better waterproof and fade-resistance characteristics. The world-wide trend in the development of inkjet ink was, however, clearly towards pigment inks with high water fastness. 
The following table summarises the characteristics of pigment and dye inks: 
	Characteristic
	Pigment Ink
	Dye Ink

	Light Fastness
	Superior
	Inferior

	Colour Gamut
	Narrow Colour Gamut
	Wide Colour Gamut

	Water fastness
	Superior
	Inferior

	Colour Impression
	Relatively Dull
	Relatively Bright/Vivid

	Overall fastness
	Relatively superior
	Relatively Inferior

	Stability of Head
	Relatively Inferior
	Relatively superior


While there are many different types of paper, most fall into either of two groups, porous and non-porous. Non-porous (also referred to as swellable polymer) coatings are composed of ozone-resistant polymer materials, which cause ink to take longer to dry. With microporous coatings, on the other hand, ink dries almost instantly because it is absorbed into the surface and held there. The downside is that is never completely seals, and the paper is so absorbent that its more susceptible to fading from harmful light and ozone. 
Vendors optimise their printers for specific kinds of ink and paper, usually their own proprietary brand - Epson, for example, has its own proprietary paper which is optimised for use with its piezo-electric technology. Whilst being tied to proprietary consumables can be expensive, it is also the surest way of achieving optimum results. Paper produced by independent companies is much cheaper than that supplied directly by printer manufacturers, but it tends to rely on its universal properties and rarely takes advantage of the idiosyncratic features of particular printer models. One of the ultimate aims of inkjet printer manufacturers is to make colour printing media-independent, and the attainment of this goal is generally measured by the output quality achieved on plain copier paper. This has vastly improved over the past few years, but coated or glossy paper is still needed to achieve full-colour photographic quality. 
Paper pre-conditioning seeks to improve inkjet quality on plain paper by priming the media to receive ink with an agent that binds pigment to the paper, reducing dot gain and smearing. A great deal of effort is going in to trying to achieve this without incurring a dramatic performance hit - if this yields results, one of the major barriers to widespread use of inkjet technology will have been removed.
 
	INPUT-OUTPUT/
OTHER PRINTERS

	Solid ink
Dye-sublimation
Thermo autochrome
Thermal wax
Dot matrix 


 
Last Updated - 1Feb04
While lasers and inkjets dominate market share, there are a number of other important print technologies. Solid ink has a significant market presence, being capable of good-quality output on a wide range of media, while thermal wax transfer and dye sublimation play an important role in more specialist fields of printing. Dot matrix technology remains relevant in situations where a fast impact printer is required - but this technology's big disadvantage is that it does not support colour printing.
Solid ink
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Marketed almost exclusively by Tektronix, solid ink printers are page printers that use solid wax ink sticks in a "phase-change" process. They work by liquefying wax ink sticks into reservoirs, and then squirting the ink onto a transfer drum, from where it's cold-fused onto the paper in a single pass. Once warmed up, thermal wax devices should not be moved, otherwise wax damage may cause damage. They are intended to be left switched on in a secure area and shared over a network. To this end they come with Ethernet, parallel and SCSI ports allowing for comprehensive connectivity. 
Solid ink printers are generally cheaper to purchase than a similarly specified colour laser, and, economical to run owing to a low component count and Tektronix's policy of giving black ink away free. Output quality is good, with multi-level dots being supported by high-end models, but generally not as good as the best colour lasers for text and graphics, or the best inkjets for photographs. Resolution starts at a native 300dpi, rising to a maximum of around 850 by 450dpi. Colour print speed is typically 4ppm in standard mode, rising to 6ppm in a reduced resolution mode.
There connectivity, relatively low running costs and the fact that they're able to use the widest range of media of any colour printing technology, make them well-suited to general business use and some specialist tasks such as delivering colour transparencies at high speed and large-format printing.
Dye-sublimation
For many years dye-sublimation printers were specialist devices widely used in demanding graphic arts and photographic applications. The advent of digital photography led to the technology entering the mainstream, forming the basis of many of the standalone, portable photo printers that emerged in the second half of the 1990s. 
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The printing process used by true dye-sublimation printers differs from that of inkjets. Instead of spraying jets of ink onto a page as inkjet printers do, dye-sublimation printers apply a dye from a plastic film. This takes the form of a either a roll or a ribbon, similar to that used by thermal wax printers, usually containing consecutive panels of cyan, magenta, yellow and black dye. 
The transfer film passes across a thermal print head consisting of thousands of heating elements. The heat causes the dyes on the film to sublimate – that is, turn from a solid to a gas without a liquid phase in between – and the gaseous dyes are absorbed by the printing paper. The amount of dye actually transferred is controlled by varying the intensity and duration of the heat. 
When the ink is absorbed by the paper it tends to diffuse, blurring the edges of. This diffusion helps the printer create continuous tones of colour as a result of the “dots” of ink blending together. The effect is most pronounced in relation to the direction in which the paper is travelling, since the movement of the paper enlarges the area that the ink is applied to. 
Dye-sublimation printers employ a three-pass system, layering cyan, magenta and yellow dyes on top of one another. They then add a clear coat to protect the print against ultraviolet light. Whilst this is capable of producing excellent results, it is far from economical. Even if a particular image needs practically none of one of the pigments, that ribbon segment is still consumed. This is why it’s common for packs of paper for use with dye-sub printers to contain a transfer film capable of producing the same number of prints. 
There are now some "inkjet printers" on the market capable of deploying dye-sublimation techniques. The way in which an inkjet uses the technology differs from a true dye-sub in that its inks are in cartridges, which can only cover the page one strip at a time. It heats the inks to form a gas, controlled by a heating element which reaches temperatures of up to 500° C (higher than the average dye sublimation printer). The proprietary "Micro Dry" technique employed in Alps' printers is an example of this hybrid technology. These devices operate at 600 to 1200dpi and with some, the standard cartridges can be swapped for special "photo ink" units for photographic-quality output.
Thermo autochrome
The thermo autochrome (TA) print process, which is considerably more complex than either inkjet or laser technology, has emerged recently in printers marketed as companion devices for use with a digital camera. TA paper contains three layers of pigment - cyan, magenta and yellow - each of which is sensitive to a particular temperature. Of these pigments, yellow has the lowest temperature sensitivity, then magenta, followed by cyan. The printer is equipped with both thermal and ultraviolet heads and the paper is passed beneath these three times. For the first pass, the paper is selectively heated at the temperature necessary to activate the yellow pigment, which is then fixed by the ultraviolet before passing onto the next colour (magenta). Although the last pass (cyan) isn't followed by an ultraviolet fix, the end results are claimed to be far more permanent than with dye-sublimation.
Thermal wax
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Thermal wax is another specialist technology - very similar to dye-sublimation - well-suited to printing on transparencies. They use CMY or CMYK rolls containing page-sized panels of plastic film coated with wax-based colourants. 
Thousands of heating elements on the print head cause the wax to melt and adhere to specially coated paper or transparency material. Generally the melted ink dots are binary, although some higher-end models have print heads capable of precise temperature variations, enabling them to produce multi-level dots. 
Resolution and print speeds are low - typically 300dpi and around 1ppm - reinforcing the suitability of the technology for specialist applications only.
Dot Matrix
Dot matrix was the dominant print technology in the home computing market in the days before the inkjet. Dot matrix printers produce characters and illustrations by striking pins against an ink ribbon to print closely spaced dots in the appropriate shape. They are relatively expensive and do not produce high-quality output. However, they can print to continuous stationery multi-page forms, something laser and inkjet printers cannot do. 
Print speeds, specified in characters per second (cps), varies from about 50 to over 500cps. Most dot-matrix printers offer different speeds depending on the quality of print desired. Print quality is determined by the number of pins (the mechanisms that print the dots). Typically, this varies from between 9 to 24. The best dot-matrix printers (24 pins) are capable of near letter-quality type.
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The need to communicate between distant computers led to the use of the existing phone network for data transmission. Most phone lines were designed to transmit analogue information - voices, while the computers and their devices work in digital form - pulses. So, in order to use an analogue medium, a converter between the two systems is needed. This converter is the "modem", which performs MOdulation and DEModulation of transmitted data. It accepts serial binary pulses from a device, modulates some property (amplitude, frequency, or phase) of an analogue signal in order to send the signal in an analogue medium, and performs the opposite process, enabling the analogue information to arrive as digital pulses at the computer or device on the other side of connection. 
PCs have always provided the means to communicate with the outside world - via a serial communications port - but up until the 1990s, it was a facility that was little used. The ability to access bulletin boards and to communicate via fax did attract some domestic users, but in general a modem was considered as a luxury item that could be justified only by business users. The tremendous increase in the popularity of the Internet has changed all that in recent years and nowadays the ability to access the World Wide Web and to communicate via email is regarded as essential by many PC users. 
Modems
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A modem allows a PC to connect to other computers and enables it to send and receive files of data over the telephone network. At one end it converts digital data into a series of analogue signals for transmission over telephone lines, at the other it does the opposite, converting an analogue signal into digital data. 
Modems come in two types, internal, fitting into an expansion slot inside the PC's system case or external, connected to the PC via one of its serial ports (COM1 or COM2).
Early modems were asynchronous devices, operating at slow rates of up to 18000bit/s in FSK modulation, using two frequencies for transmission and another two for receiving. Asynchronous data is not accompanied by any clock, and the transmitting and receiving modems know only the nominal data rate. To prevent slipping of the data relative to the modems' clocks, this data is always grouped in very short blocks (characters) with framing bits (start and stop bits). The most common code used for this is the seven-bit ASCII code with even parity. 
Synchronous modems operate at rates up to 56 Kbit/s in audio lines, using synchronous data. Synchronous data is accompanied by a clock signal and is almost always grouped in blocks. It is the responsibility of the data source to assemble those blocks with framing codes and any extra bits needed for error detecting and/or correcting according to one of many different protocols (BISYNC, SDLC, HDLC, etc.). The data source and destination expect the modem to be transparent to this type of data, conversely, the modem can ignore the blocking of the data. The usual modulation methods are the phase modulation and integrated phase and amplitude. 
	Modulation
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Communication channels like telephone lines are usually analogue media. Analogue media is a bandwidth limited channel. In the case of telephone lines the usable bandwidth frequencies is in the range of 300 Hz to 3300 Hz. 
Data communication means moving digital information from one place to another through communication channels. These digital information signals have the shape of square waves and the meaning of "0" and "1". 
If such digital signals were transmitted on analogue media the square waves of the digital signals would be distorted by the analogue media. The receiver which receives these distorted signals will be unable to interpret accurately the incoming signals. The solution is to convert these digital signals into analogue signals so that the communication channels can carry the information from one place to another reliably. The technique which enables this conversion is called "modulation". 
Modulation is a technique of modifying some basic analogue signal in a known way in order to encode information in that basic signal. Any measurable property of an analogue signal can be used to transmit information by changing this property in some known manner and then detecting those changes at the receiver end. The signal that is modulated is called the carrier signal, because it carries the digital information from one end of the communication channel to the other end. 
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The device that changes the signal at the transmitting end of the communication channel is called the "modulator". The device at the receiving end of the channel, which detects the digital information from the modulated signal, is called the "demodulator".
With Frequency Modulation, the frequency of the carrier signal is changed according to the data. The transmitter sends different frequencies for a "1" than for a "0". This technique is also called FSK - frequency shift keying. Its disadvantages are that the rate of frequency changes is limited by the bandwidth of the line, and that distortion caused by the lines makes the detection even harder than amplitude modulation. Today this technique is used in low rate asynchronous modems up to 1200 baud only.
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The Amplitude Modulation (AM) technique changes the amplitude of the sine wave. In the earliest modems, digital signals were converted to analogue by transmitting a large amplitude sine wave for a "1" and zero amplitude for a "0", as shown in the figure. The main advantage of this technique is that it is easy to produce such signals and also to detect them. However, the technique has two major disadvantages. The first is that the speed of the changing amplitude is limited by the bandwidth of the line. The second is that the small amplitude changes suffer from unreliable detection. Telephone lines limit amplitude changes to some 3000 changes per second. The disadvantages of amplitude modulation causes this technique to no longer be used by modems, however, it is used in conjunction with other techniques.
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Phase Modulation (PM) is a process where two sinusoidal waveforms are compared with each other. The case where the two waveforms are going in the same direction at the same time is known as zero phase shift. With a phase shift of 180 degrees (as illustrated), waveform B starts at the mid-point of waveform A, so that when waveform A is positive waveform B is negative, and vice versa. Two phase states allow the representation of a single bit of digital data, which can have the value "0" or "1". Additional 90- and 270 degree phase shifts provide four phase shift states and the capability to represent four digital data representations.
This technique, in order to detect the phase of each symbol, requires phase synchronisation between the receiver's and transmitter's phase. This complicates the receiver's design.
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A sub method of the phase modulation is "differential phase modulation". In this method, the modem shifts the phase of each succeeding signal in a certain number of degrees for a "0" (90 degrees for example) and a different certain number of degrees for a "1" (270 degrees for example ) - as illustrated. This method is easier to detect than the previous one. The receiver has to detect the phase shifts between symbols and not the absolute phase. This technique is also called "phase shift keying" (PSK). In the case of two possible phase shifts the modulation will be called BPSK - binary PSK. In the case of 4 different phase shifts possibilities for each symbol which means that each symbol represents 2 bits the modulation will be called QPSK, and in case of 8 different phase shifts the modulation technique will be called 8PSK. 
Quadrature Amplitude Modulation (QAM) allows the transmission of data using both the phase shift of PM and the signal magnitude of AM at the same time. The more phase shifts and magnitude levels used, the more data the technique can be used to transmit. However, multibit technology eventually runs out of steam. As the number of tones and phases increases, the more difficult it becomes to differentiate between similar combinations. 
The PSTN was designed for voice communications - by artificially limiting the sound spectrum to just those frequencies relevant to human speech, network engineers found they could reduce the bandwidth needed per call - and while this works well for voice, it imposes limits on data communications. According to Shannon's Law, the limitations of the PSTN impose a maximum theoretical data transmission limit of 35 Kbit/s for a wholly analogue-based connection.


Speed
The actual speed at which a modem can operate is dependent on the particular obstacles it has to overcome. These include:
· the PC itself, and in particular its serial port 
· the state of the telephone line 
· the kind of modem it is connecting to at the other end. 
The first of many bottlenecks in the stream of data is at the UART (Universal Asynchronous Receiver/Transmitter), the chip which controls the connection between the serial port and the PC's bus system. PCI bus systems operate in blocks of 32 bits, while serial cables transmit bits in single file. The UART has to take all the traffic coming at it full speed and funnel it down into the serial port without causing gridlock. The older INS 8250-B and INS 16450 UARTs cannot keep up with the transmission speeds modern modems are capable of. Only a newer 16550 UART guarantees communication at speeds of 28.8 Kbit/s without data loss. 
The next obstacle to overcome is the telephone line itself. It is a mistake to think the phone system is all digital; many analogue elements remain. Not even all exchanges are digital. Lines into the home are typically still analogue and susceptible to all the problems associated with this medium. The main problem is limited bandwidth, which is the amount of information that can be fitted on a line. Another is line noise. 
Various standards have been developed to overcome the problem of line noise. One modem sends signals to the other it wants to connect with, to see how that modem wants to communicate and to assess the condition of the line. The two modems then send messages back and forth, agreeing a common mode of operation in a process known as handshaking.
The speed at which the modem will communicate is effectively limited by the slowest component in the chain. If the phone connection is poor or full of line noise, the rates will drop until a reliable link can be maintained. A modem capable of 33.6 Kbit/s will have to drop to 14.4 Kbit/s if communicating with a 14.4 Kbit/s modem. The culmination of the handshaking process is an agreed standard which includes a common speed, an error correction format and a rate of compression.
The modem divides the data into packets, chopping it into easily digestible chunks. It adds more data to the packet to mark where each one begins and ends. It adds parity bits or checksums to determine whether the data received in the packet is the same as that sent, and whether the decompression formula has been correctly applied. If a packet is incorrectly received, the receiving modem will need to ask the transmitting modem to resend it. There also needs to be confirmation on the amount of data being sent, so the connection is not dropped before the last of the data has got through, or kept waiting for non-existent data to be received. 
The entire handshaking operation is controlled from within the modem. The connection can be dropped many times before it is finally established and the process can take as long as 30 seconds over analogue lines.
Note that there is a common misunderstanding of the reported connect speed message (for example, "connected at 115200") that users see when they establish a dial-up network connection. This relates to the DTE (Data Terminal Equipment) speed, the speed of the connection between the PC and the modem, not to the speed at which the modems are communicating. The latter, known as the DCE (Data Communications Equipment) speed, is agreed during the handshaking procedure.
Serial ports
National Semiconductor has made the UART chips which have driven the PC's serial port ever since the emergence of IBM's first PC.
The original PC serial interface used the INS8250-B UART chip. This could receive and transmit data at speeds of up to 56 Kbit/s and, in the days of 4.77MHz bus speeds and serial printers, was perfectly adequate. When the IBM-AT came along a new UART was required because of the increase in bus speed and the fact that the bus was now 16 bits wide. This new UART was known as the INS 16450 and its CPU read and write cycles were over five times faster than its 8-bit predecessor.
In an AT ISA-bus machine, all serial data transfers are handled by the CPU and each byte must pass through the CPU registers to get to memory or disk. This means that access times must be fast enough to avoid read overrun errors and transmission latency at higher bit rates. In fact when the IBM PC-AT came out, the performance of the INS16450 was adequate because the speed at which data was routinely transmitted through the serial port was significantly less than is possible with modern modems.
To understand the limitations of the INS 16450, it is necessary to recognise how the serial port interrupts the CPU which has to finish its current task, or service a higher-priority interrupt, before servicing the UART. This delay is the bus latency time associated with servicing the UART interrupt request. If the CPU cannot service the UART before the next data byte is received (by the UART from the serial port), data will be lost, with consequent retransmissions and an inevitable impact on throughput.
This condition is known as overrun error. At low bit rates the AT system is fast enough to read each byte from the UART receiver before the next byte is received. The higher the bit rate at the serial port, the higher the strain on the system to transfer each byte from the UART before the next is received. Higher bit rates cause the CPU to spend increasing amounts of time servicing the UART, thus making the whole system run inefficiently. 
To attack this problem, National Semiconductor developed the NS16550A UART. The 16550 overcomes the previous problems by including First In First Out (FIFO) buffers on the receiver and transmitter, which dramatically improve performance on modem transfer speeds of 9.6 Kbit/s or higher.
The size of the receiver FIFO ensures that as many as 16 bytes are ready to transfer when the CPU services the UART receiver interrupt. The receiver can request transfer at FIFO thresholds of one, four, eight, 16 bytes full. This allows software to modify the FIFO threshold according to its current task and ensures that the CPU doesn't continually waste time switching context for only a couple of bytes of data received. 
The transmitter FIFO ensures that as many as 16 bytes can be transferred when the CPU services the UART transmit interrupt. This reduces the time lost by the CPU in context switching. However, since a time lag in servicing an asynchronous transmitter usually has no penalty, CPU latency is of no concern when transmitting, although ultimate throughput may suffer. 
Fax modems
Nearly all modems now include some sort of fax capability and usually come with bundled software which provides a PC with most of the functionality of a fax machine. Digital documents can be converted to analogue, ending up as an image file (if the receiver is another fax/modem), or a printed document (if received by a facsimile machine). Incoming faxes received as image files are saved to the PC's hard disk. 
Fax-modems exploit the intelligence of the PC at their disposal to do things standalone fax machines can't. For instance, faxes can be scheduled to be sent when the phone rates are cheaper. Also, since the data they receive is in digital form, it is immediately available on the PC for editing or retouching before printing. One of the common features in fax software is a cover-sheet facility which allows the definition of a fax cover-sheet. There's often a quick-fax facility, too, which allows a single page fax to be created without the hassle of loading a word processor.
Group 3 fax/modems provide various levels of processing based upon their service class. Class 1 devices perform basic handshaking and data conversion and are the most flexible, because much of the work is done by the computer's CPU. Class 2 devices establish and end the call and perform error checking. There are a variety of de facto Class 2 implementations and one Class 2.0 standard. As PCs have become more powerful, future service classes with more features are unlikely. 
One problem with scanned images and received faxes is that they hog large amounts of disk space. Some bundled fax software includes an optical character recognition facility (OCR) which allows received faxes or scanned images to be converted from bitmap format to normal text. This not only reduces document sizes but also allows them to be edited in a word processor.
Voice modems
Voice modems are part of the current communications convergence trend - the merging of voice, data, fax, and even video - which is affecting all aspects of data communications. Consider the Internet, originally a file transfer system, which is now transmitting radio signals, real-time audio, telephone conversations and, for those who have the bandwidth, live video. Now, a number of modem manufacturers have produced modems which can answer phones and record voice messages.
Such multi-purpose modems perform as anything from a simple answering machine (recording messages on the hard disk) to a complete voicemail system with hundreds of boxes, message forwarding, and fax retrieval service. Incoming data or fax calls are automatically directed to the appropriate software module and voice calls passed through to the answering machine/voicemail software.
Standards
Over the years, modem standards have tended to develop in a rather haphazard way. As well as defining the speed at which a modem may operate they determine how, exactly, a modem compresses data and performs its error control. The CCITT (Comite Consultatif International Telegraphique et Telephonique) and the ITU (International Telecommunications Union) ratify the "V dot" standards that are most often talked about. 
V.22bis, V.32 and V.32bis were early standards specifying speeds of 2.4 Kbit/s, 9.6 Kbit/s and 14.4 Kbit/s respectively. 
The V.34 standard was introduced towards the end of 1994, supporting 28.8 Kbit/s, and is now considered the minimum acceptable standard. V.34 modems are able to drop their speed to communicate with slower modems and interrogate the line, adjusting their speed up or down according to the prevailing line conditions. 
In 1996 the V.34 standard was upgraded to V.34+, which allows for data transfer speeds of up to 33.6 Kbit/s, is backwards compatible with all previous standards, and adapts to line conditions to eke out the greatest usable amount of bandwidth. 
The table below shows uncompressed data throughput rates for the various modem types. Data compression can increase throughput by a factor of 2 or 3. However, because graphic images on web pages are already compressed, the real multiplier for web browsing generally works out to around 1.5 to 2x the listed rates. Two figures are shown for V.90 modems because of the wide variation in connect speeds. 
	Standard
	Date
	Bit/s
	Bytes/s
	KB/min
	MB/hour
	MinSec/MB

	V.32
	1984
	9,600
	1200
	70
	4
	14m 33s

	V.32bis
	1991
	14,400
	1800
	106
	6
	9m 42s

	V.34
	1994
	28,800
	3600
	211
	12
	4m 51s

	V.34+
	1996
	33,600
	4200
	246
	14
	4m 09s

	V.90
	1998
	42,000
50,000
	5250
6250
	308
366
	18
22
	3m 19s
2m 48s


Other important V dot standards include V.17 which allows connection to Group III fax machines, which are ordinary standalone fax machines, V.42 which is a worldwide error correction standard designed to cope with garbled data caused by interference on phone lines, and V.42bis which is a data compression protocol. In late-1999 Hughes Network Systems proposed a new link-layer compression standard as a potential replacement to V42bis. The algorithm was subsequently reviewed by the American and International communication standards bodies, and adopted as a new compression standard called V.44. The new standard offers a higher compression ratio than V.42bis, resulting in data throughput improvements, typically in the 20% to 60% range.
The MNP (Microm Networking Protocol) standards go from MNP Class 1 to MNP Class 10. They do not stand alone, but operate in conjunction with other modem standards. MNP 1 is half-duplex. MNP Classes 2 to 4 deal with error control and can transmit data error-free by resending blocks of data that become corrupted in transmission. MNP Classes 5 to 10 address various modem operating parameters. MPN Class 5 is an advanced data compression protocol which can compress data by a factor of two, effectively doubling the speed of data transfer. MNP Class 10 is Microcom's proprietary error-control protocol. It provides a set of "adverse channel enhancements" which help modems cope with bad phone connections by making multiple attempts to make a connection, and adjust both the size of the data packets and the speed of the transfer according to the condition of the line. The most common MNP protocols are numbers 2 to 5, with 10 also often included.
LAPM (Link Access Protocol for Modems), one of the two protocols specified by V.42 used for detection and correction of errors on a communications link between two modems, has largely superseded MNP. V.42bis is an algorithm used by modems to compress data by a theoretical ratio of 8:1. In the real world, however, a ratio of 2.5:1 is typical. MNP 4 error correction and MNP 5 compression are used as fallbacks if a remote modem doesn't support LAPM or V.42bis.
The Hayes AT Command Set was developed by Hayes, the modem manufacturer, and is now a universal standard. Each command line must start with the two-character attention code AT (or at). The command set is simply a series of instructions for automatically dialling numbers, controlling the telephone connection and telling the computer what it is doing.
FTPs (file transfer protocols) were developed to help prevent errors when transferring files before standards were introduced. Zmodem is still widely used for file transfer over the serial port. If the received data doesn't match the information used to check the quality of data, the system notifies the sender that an error has occurred and asks for a retransmission. This is the protocol used to download a file to a computer from another computer on the Internet.
BABT (British Approvals Boards of Telecommunications) is an important standard, since modems that are not "BABT approved" are not legal for use in Britain.
56Kbit/s
1997 saw the arrival of the 56 Kbit/s modem, despite the absence of any international standard for this speed. The K56Flex group of companies, including 3Com, Ascend, Hayes, Motorola, Lucent and Rockwell, used Rockwell chipsets to achieve the faster speed, while companies like US Robotics used its own x2 technology. The two systems were not compatible, forcing users and Internet Service Providers (ISPs) to opt for one or the other. Moreover, there are basic limitations to 56K technology. It uses asymmetric data rates and thus can achieve high speeds only when downloading data from such as an ISP's server. 
Most telephone central offices (CO), or exchanges, in this and almost every other country around the world are digital, and so are the connections between COs. All ISPs have digital lines linking them to the telephone network (in Europe, either E1 or ISDN lines). But the lines to most homes and offices are still analogue, which is a bugbear when it comes to data exchange: they have limited bandwidth and suffer from line noise (mostly static). They were designed to transfer telephone conversations rather than digital data, so even after compression there is only so much data that can be squeezed onto them. Thus the fatuity that digital data from a PC has to be converted to analogue (by a modem) and back to digital (by the phone company) before it hits the network.
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56K makes the most of the much faster part of the connection - the digital lines. Data can be sent from the ISP over an entirely digital network until it reaches the final part of the journey from a local CO to the home or office. It then uses pulse code modulation (PCM) to overlay the analogue signal and squeeze as much as possible out of the analogue line side of the connection. However, there is a catch: 56K technology allows for one conversion from digital to analogue, so if, by chance, there is a section in the connection which runs over analogue and then returns to digital, it'll only be possible to connect at 33.6 Kbit/s (maximum). 
The reason it's not possible to upload at 56K is simply because the analogue lines are not good enough. There are innumerable possible obstacles to prevent a clear signal getting through, such as in-house wiring anomalies, varying wiring distances (between 1-6Km) and splices. It is still theoretically possible to achieve a 33.6 Kbit/s data transfer rate upstream, and work is being carried out to perfect a standard that will increase this by a further 20 to 30%. Another problem created by sending a signal from an analogue line to a digital line is the quantisation noise produced by the analogue-to-digital (ADC) conversion. 
The digital-to-analogue conversion (DAC) can be thought of as representing each eight bits, as one of 256 voltages - a translation done 8000 times a second. By sampling this signal at the same rate, the 56 Kbit/s modem can in theory pass 64 Kbit/s (8000x8) without loss. This simplified description omits other losses which limit the speed to 56 Kbit/s.
There is also some confusion as to the possible need to upgrade the PC serial port to cope with 56 Kbit/s operation. These days this usually uses the 16550 UART chip, itself once an upgrade to cope with faster modems. It is rated at 115 Kbit/s but 56 Kbit/s modems can overload it because they compress and decompress data on the fly. In normal Internet use data is mostly compressed before being sent, so compression by the modem is minimal.
On 4 February 1998 the ITU finally brought the year-long standards battle to an end by agreeing a 56 Kbit/s standard, known as V.90.
After months of deadlock the ITU finally agreed a 56 Kbit/s standard, known as V.90, in February of 1998. Though neither K56Flex nor x2, the V.90 standard uses techniques similar to both and the expectation was that manufacturers would be able to ship compliant product within weeks rather than months. The new standard was formally ratified in the summer of 1998, following a several months approval process.
V.90
The V.90 standard is neither x2 nor K56Flex, although it does use techniques from both. It is actually two standards in one, the specification defining "a digital modem and analogue modem pair capable of transmitting data at up to 56 Kbit/s downstream and up to 33.6 Kbit/s upstream". In this case, downstream means from the digital to the analogue modem. The former is connected to the PSTN via an ISDN line and will usually be part of a bank of modems connected to a multiple-line ISDN at an ISP. The analogue modem plugs into the PSTN at the subscriber's end.
The key to V.90's 56 Kbit/s capability is the PCM coding scheme introduced by the standard's proprietary forerunners. PCM codes are digital representations of audio signals and are the telephone system's native language. The exchange generates these on receipt of analogue signals from the subscriber's handset. They're eight bits long and are transferred at a rate of 8,000 per second - a total throughput of 64 Kbit/s. A V.90 digital modem uses a large subset of these code to encode data and delivers them to the telephone system via an ISDN link. At the subscriber's end, the codes are converted to an analogue signal by the exchange - as if they had been created in the usual way - and these tones are sent to the subscriber's modem.
Most of the work in creating V.90 went into he line-probing and signal-generation schemes. When a V.90 connection is first established, the two modems send each other a list of their capabilities. If V.90 communication is possible, the analogue and digital modems send test signals to each other to check the quality of their connection and establish whether there are any digital impairments in the telephone system that might prevent the PCM codes from arriving correctly. For example, on some long distance or international calls, the 64 Kbit/s signal is compressed to 32 Kbit/s (or more) for reasons of economics - and this ruins V.90.
If there are no impairments, the analogue modem analyses the signals from the digital modem and informs it how best to encode its data. The two modems also sort out what the round-trip delay is and work out what equalisation to apply to the line to get the best possible frequency response.
Coding the information into PCM is a complex business. The telephone system doesn't treat PCM codes linearly. Instead, it allocates more PCM codes to lower signal levels and fewer codes to higher levels. This corresponds with the way the human ear responds to sound, but it also means that the receiving modem might not be able to distinguish between some of the adjacent codes accurately. Also, the signal synthesised by the digital modem must be able to be accurately converted to analogue and sent through the analogue parts of the telephone exchange.
Error connection and detection systems also limit the sequential permutations possible. In short, there are sequences of codes that can't be sent and others that must be sent, but these are dependent on the data being transmitted. A final complication is that the American and European telephone systems use different sets of PCM codes.
The V.90 standard was formally ratified on 15 September 1998, following a several-month approval process. Beyond V.90, an ITU study group is looking into the next generation of PCM modems, with the intention of achieving a 40 Kbit/s to 45 Kbit/s transmission speed from the analogue modem.
V.92
Announced in 2000, the ITU's V.92 analogue modem standard has the same download speed as the V.90 standard (56 Kbit/s) but increases the maximum upload speed from 33.6 Kbit/s to 48 Kbit/s. As well as this performance improvement - referred to as PCM Upstream - the new standard also introduces a couple of user convenience features:
· QuickConnect shortens the time it takes to make a connection by reducing up to 30 seconds modem handshake procedure by up to 50%. The reduction is accomplished by having the modem "remember" the phone line characteristics, which are then stored for future use. 
· Modem-on-Hold allows users - provided they subscribe to their phone company's Call-Waiting service - to be connected to the Internet via a given phone line whilst concurrently using it to receive or initiate a voice call. 
 
	COMMUNICATIONS/NETWORKING

	Page 1
	Page 2
	Page 3

	OSI Model
Topologies
FDDI
Token Ring
Ethernet
Fast Ethernet
Gigabit Ethernet
Peer-to-peer
Client-Server
P2P computing 
	Network hardware
NICs
Hubs/Repeaters
Bridges
Routers
Switches
Transceivers
Cabling 
	Home networking
Ethernet networks
Phoneline networks
Powerline networks
IEEE 802.11
Wireless networks
Technology comparison 


 
Last Updated - 1Dec02
The first networks were time-sharing networks that used mainframes and attached terminals. Such environments were implemented by both IBM's System Network Architecture (SNA) and Digital's network architecture. Local area networks (LANs) evolved around the PC revolution and provide high-speed, fault-tolerant data networks that cover a relatively small geographic area or that is confined to a single building or group of buildings. They provide connected users with shared access to devices and applications and allow them to exchange files and communicate via electronic mail. Wide area networks (WANs) cover broader geographic areas, often using transmission facilities provided by common carriers, such as telephone companies, to interconnect a number of LANs.
Whilst LANs and WANs make up the majority of networks - indeed, the Internet can be correctly regarded as the largest WAN in existence - there are many different types of network, categorised by a number of distinguishing characteristics:
· topology: the geometric arrangement of a computer system. Common topologies include a bus, star, and ring 
· standards/protocols: definitions of common sets of rules and signals that specify how computers on a network communicate. Ethernet and Token Ring are examples of network cabling standards, whilst TCP/IP is the predominant network communications protocol 
· architecture: networks can be broadly classified as using either a peer-to-peer or client-server architecture. 
In addition to the computers themselves, sometimes referred to as nodes, the implementation of a network involves:
· a device on each connected computer that enables it to communicate with the network, usually called a network interface card (NIC) 
· various items of specialist network hardware, including devices to act as connection points between the various nodes, generally referred to as hubs or switches 
· a connection medium, usually a wire or cable, although wireless communication between networked computers is increasingly common. 
OSI Model
The Open Systems Interconnection (OSI) reference model describes how information from a software application in one computer moves through a network medium to a software application in another computer. The OSI reference model is a conceptual model composed of seven layers, each specifying particular network functions. The model was developed by the International Organisation for Standardisation (ISO) in 1984, and it is now considered the primary architectural model for intercomputer communications. The OSI model divides the tasks involved with moving information between networked computers into seven smaller, more manageable task groups. A task or group of tasks is then assigned to each of the seven OSI layers. Each layer is reasonably self-contained, so that the tasks assigned to each layer can be implemented independently. This enables the solutions offered by one layer to be updated without adversely affecting the other layers. 
The seven layers of the OSI reference model can be divided into two categories: upper layers and lower layers. The upper layers of the OSI model deal with application issues and generally are implemented only in software. The highest layer, application, is closest to the end user. Both users and application-layer processes interact with software applications that contain a communications component. The term upper layer is sometimes used to refer to any layer above another layer in the OSI model. The lower layers of the OSI model handle data transport issues. The physical layer and data link layer are implemented in hardware and software. The other lower layers generally are implemented only in software. The lowest layer, the physical layer, is closest to the physical network medium (the network cabling, for example) , and is responsible for actually placing information on the medium.
	7
	Application Layer
	Application programs that use the network

	6
	Presentation Layer
	Standardises data presented to the applications

	5
	Session Layer
	Manages sessions between applications

	4
	Transport Layer
	Provides error detection and correction

	3
	Network Layer
	Manages network connections

	2
	Data Link Layer
	Provides data delivery across the physical connection

	1
	Physical Layer
	Defines the physical network media


Topologies
LAN topologies define the manner in which network devices are organised. Four common LAN topologies exist: 
· A bus topology is a linear LAN architecture in which transmissions from network stations propagate the length of the medium and are received by all other stations. Many nodes can tap into the bus and begin communication with all other nodes on that cable segment. A break anywhere in the cable will usually cause the entire segment to be inoperable until the break is repaired. Of the three most widely used LAN implementations, Standard Ethernet/IEEE 802.3 networks implement a bus topology in which all devices are connected to a central cable, called the bus or backbone. 
· A ring topology is a LAN architecture in which all devices are connected to one another in the shape of a closed loop, so that each device is connected directly to two other devices, one on either side of it. Both Token Ring/IEEE 802.5 and FDDI networks implement a ring topology. 
· A star topology is a LAN architecture in which the endpoints on a network are connected to a common central hub, or switch, by dedicated links. 10BaseT Ethernet uses a star topology, generally with a computer being located at one end of the segment, and the other end being terminated with a hub. The primary advantage of this type of network is reliability - if one "point-to-point" segments has a break, it will only affect the nodes on that link; other computer users on the network continue to operate as if that segment were non-existent. 
· A tree topology is a LAN architecture that is identical to the bus topology, except that branches with multiple nodes are possible in this case. 
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These topologies are logical architectures and the way in which devices are physically organised can mix topologies. For example, a star-wired bus network - as used by 10BaseT Ethernet - typically consists of a high-bandwidth backbone bus which connects to a collection of slower-bandwidth star segments.
These topologies are logical architectures and the way in which devices are physically organised can mix topologies. For example, a 10BaseT network's use of a hub effectively transforms a standard bus topology to a "star-wired bus" topology. A network comprising a high-bandwidth backbone bus which connects to a collection of slower-bandwidth star segments is another common example of this type of mixed topology.
Of the three most widely used LAN implementations, both Fibre Distributed Data Interface (FDDI) and Token Ring/IEEE 802.5 networks implement a ring topology and Ethernet/IEEE 802.3 networks implement a bus topology.
FDDI
Developed by the American National Standards Institute (ANSI) standards committee in the mid-1980s - at a time when high-speed engineering workstations were beginning to tax the bandwidth of existing LANs based on Ethernet and Token Ring - the Fibre Distributed Data Interface (FDDI) specifies a 100 Mbit/s token-passing, dual-ring LAN using fibre-optic cable.
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FDDI uses a dual ring topology, which is to say that it is comprised of two counter-rotating rings. During normal operation, the primary ring is used for data transmission, and the secondary ring remains idle. The primary purpose of the dual rings is to provide superior reliability and robustness. 
A dual-attached rooted station on the network is attached to both of these rings. This has at least two ports - an A port, where the primary ring comes in and the secondary ring goes out, and a B port where the secondary ring comes in, and the primary goes out. A station may also have a number of M ports, which are attachments for single-attached stations. Stations with at least one M port are called concentrators. 
The sequence in which stations gain access to the medium is predetermined. A station generates a special signalling sequence called a Token that controls the right to transmit. This Token is continually passed around the network from one node to the next. When a station has something to send, it captures the Token, sends the information in well formatted FDDI frames, then releases the token. The header of these frames includes the address of the station(s) that will copy the frame. All nodes read the frame as it is passed around the ring to determine if they are the recipient of the frame. If they are, they extract the data, retransmitting the frame to the next station on the ring. When the frame returns to the originating station, the originating station strips the frame. The token-access control scheme thus allows all stations to share the network bandwidth in an orderly and efficient manner. 
FDDI has found its niche as a reliable, high-speed backbone for mission critical and high traffic networks. It was designed to run through fibre cables, transmitting light pulses to convey information between stations. However, an implementation of FDDI protocols over twisted-pair copper wire - known as Copper Distributed Data Interface (CDDI) - has subsequently emerged to provide a 100 Mbit/s service over copper.
Token Ring
In 1984, IBM introduced the 4 Mbit/s Token Ring network. Instead of the normal plug and socket arrangement of male and female gendered connectors, the IBM data connector (IDC) was a sort of hermaphrodite, designed to mate with itself. Although the IBM Cabling System is to this day regarded as a very high quality and robust data communication media, its large size and cost - coupled with the fact that with only 4 cores it was less versatile than 8-core UTP - saw Token Ring continue fall behind Ethernet in the popularity stakes. It remains IBM's primary LAN technology however and the compatible and almost identical IEEE 802.5 specification continues to shadow IBM's Token Ring development.
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The difference between Token Ring and IEEE 802.5 networks are minor. IBM's Token Ring network specifies a star, with all end stations attached to a device called a "multistation access unit" (MSAU). In contrast, IEEE 802.5 does not specify a topology, although virtually all IEEE 802.5 implementations are based on a star.
When a Token Ring network starts up, the nodes all take part in a negotiation to decide who will control the ring, or become the "Active Monitor" - responsible for making sure that none of the members are causing problems on the network, and for re-establishing the ring after a break or if an error has occurred. To do this it performs Ring Polling every few seconds and ring purges whenever it detects a problem. The former allows all nodes on the network to find out who is participating in the ring and to learn the address of their Nearest Active Upstream Neighbour (NAUN), necessary to allow nodes to enter or leave the ring. Ring purges reset the ring after an interruption or loss of data is reported. 
Token Ring networks work by transmitting data in tokens, which are passed along the ring in a unidirectional manner and viewed by each node. When a node sees a message addressed to it, it copies the message and marks that message as being read. As the message makes its way along the ring, it eventually gets back to the sender who notes that the message was received successfully and removes it. Possession of the token grants the right to transmit. If a node receiving the token has no information to send, it passes the token to the next node in the ring. Each node is allowed to hold the token for some maximum period of time.
In 1997 the High-Speed Token Ring Alliance (HSTR) was created with the dual goals of establishing a specification and seeing some of its members ship 100 Mbit/s token-ring products. Notwithstanding the fact that 1999 saw both of these goals achieved, the absence of any commitment to Gigabit capability from the major proponents of Token Ring appeared to indicate that they were finally ready to concede defeat to the rival Ethernet technology.
Ethernet
Ethernet was developed in the mid 1970's by the Xerox Corporation, and in 1979 Digital Equipment Corporation DEC) and Intel joined forces with Xerox to standardise the system. The first specification by the three companies called the "Ethernet Blue Book" was released in 1980, it was also known as the "DIX standard" after the collaborators' initials. It was a 10 Mbit/s system that used a large coaxial cable backbone cable running throughout a building, with smaller coaxial cables tapped off at 2.5m intervals to connect to workstations. The large coaxial cable - usually yellow in colour - became known as "Thick Ethernet" or 10Base5. The key to this nomenclature is as follows: the "10" refers to the speed (10 Mbit/s), the "Base" refers to the fact that it is a baseband system and the "5" is short for the system's maximum cable length run of 500m.
The Institute of Electrical and Electronic Engineers (IEEE) released the official Ethernet standard in 1983 called the IEEE 802.3 after the name of the working group responsible for its development, and in 1985 version 2 (IEEE 802.3a) was released. This second version is commonly known as "Thin Ethernet" or 10Base2, in this case the maximum length is 185m even though the "2" suggest that it should be 200m.
In the years since, Ethernet has proven to be an enduring technology, in no small part due to its tremendous flexibility and relative simplicity to implement and understand. Indeed, it has become so popular that a specification for "LAN connection" or "network card" generally implies Ethernet without explicitly saying so. The reason for its success is that Ethernet strikes a good balance between speed, cost and ease of installation. In particular, the ability of the 10BaseT version to support operation at 10 Mbit/s over unshielded twisted pair (UTP) telephone wiring made it an ideal choice for many Small Office/Home Office (SOHO) environments.
Ethernet's Carrier Sense Multiple Access with Collision Detection (CSMA/CD) Media Access Control (MAC) protocol defines the rules of access for the shared network. The protocol name itself implies how the traffic control process actually works. Devices attached to the network first check, or sense, the carrier (wire) before transmitting. If the network is in use, the device waits before transmitting. Multiple access refers to the fact that many devices share the same network medium. If, by chance, two devices attempt to transmit at exactly the same time and a collision occurs, collision detection mechanisms direct both devices to wait a random interval and then retransmit. 
With Switched Ethernet, each sender and receiver pair have the full bandwidth. Implementation is usually in either an interface card or in circuitry on a primary circuit board. Ethernet cabling conventions specify the use of a transceiver to attach a cable to the physical network medium. The transceiver performs many of the physical-layer functions, including collision detection. The transceiver cable connects end stations to a transceiver.
Ethernet's popularity grew throughout the 1990s until the technology was all but ubiquitous. By the end of 1997 it was estimated that more than 85% of all installed network connections were Ethernet and the following year the technology reportedly accounted for 86% of network equipment shipments. Several factors have contributed to Ethernet's success, not least its scaleability. This characteristic was established in the mid-1990s when Fast Ethernet offered a 10-fold improvement over the original standard and reinforced a few years later by the emergence of Gigabit Ethernet, which increased performance a further 10-fold to support data transfer rates of 1000 Mbit/s.
Fast Ethernet
Fast Ethernet was officially adopted in the summer of 1995, two years after a group of leading network companies had formed the Fast Ethernet Alliance to develop the standard. Operating at ten times the speed of regular 10Base-T Ethernet, Fast Ethernet - also known as 100BaseT - retains the same CSMA/CD protocol and Category 5 cabling support as its predecessor higher bandwidth and introduces new features such as full-duplex operation and auto-negotiation.
In fact, the Fast Ethernet specification calls for three types of transmission schemes over various wire media: 
· 100Base-TX, the most popular and - from a cabling perspective - very similar to 10BASE-T. This uses Category 5-rated twisted pair copper cable to connect the various hubs, switches and end-nodes together and, in common with 10Base-T, an RJ45 jack. 
· 100Base-FX, which is used primarily to connect hubs and switches together either between wiring closets or between buildings using multimode fibre-optic cable. 
· 100Base-T4, a scheme which incorporates the use of two more pairs of wiring to allow Fast Ethernet to operate over Category 3-rated cables or above. 
The ease with which existing installations were able to seamlessly migrate to the faster standard ensured that Fast Ethernet quickly became the established LAN standard. It was not long before an even faster version was to become likewise for WANs.
Gigabit Ethernet
The next step in Ethernet's evolution was driven by the Gigabit Ethernet Alliance, formed in 1996. The ratification of associated Gigabit Ethernet standards was completed in the summer of 1999, specifying a physical layer that uses a mixture of proven technologies from the original Ethernet Specification and the ANSI X3T11 Fibre Channel Specification:
· The 1000Base-X standard is based on the Fibre Channel Physical Layer and defines an interconnection technology for connecting workstations, supercomputers, storage devices and peripherals using different fibre optic and copper STP media types to support varying cable run lengths. 
· 1000Base-T is a standard for Gigabit Ethernet over long haul copper UTP. 
Gigabit Ethernet follows the same form, fit and function as its 10 Mbit/s and 100 Mbit/s Ethernet precursors, allowing a straightforward, incremental migration to higher-speed networking. All three Ethernet speeds use the same IEEE 802.3 frame format, full-duplex operation and flow control methods. In half-duplex mode, Gigabit Ethernet employs the same fundamental CSMA/CD access method to resolve contention for the shared media.
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Use of the same variable-length (64- to 1514-byte packets) IEEE 802.3 frame format found in Ethernet and Fast Ethernet is key to the ease with which existing lower-speed Ethernet devices can be connected to Gigabit Ethernet devices, using LAN switches or routers to adapt one physical line speed to the other. 
The topology rules for 1000Base-T are the same as those used for 100Base-T, Category 5 link lengths being limited to 100 metres and only one CSMA/CD repeater being allowed in a collision domain. Migration to 1000Base-T is further simplified both by the fact that 1000Base-T uses the same auto-negotiation system employed by 100Base-TX, and the availability of product components capable of both 100 Mbit/s and 1000 Mbit/s operation.
Fast Ethernet achieves 100 Mbit/s operation by sending three-level binary encoded symbols across the link at 125 Mbaud. 100Base-TX uses two pairs: one for transmit, one for receive. 1000Base-T also uses a symbol rate of 125 Mbaud, but it uses all four pairs for the link and a more sophisticated five-level coding scheme. In addition, it sends and receives simultaneously on each pair. Combining 5-level coding and 4 pairs allows 1000Base-T to send one byte in parallel at each signal pulse. 4 pairs x 125 Msymbols/sec x 2 bits/symbol equals 1Gbit/s. 
The maximum cable length permitted in vanilla Ethernet is 2.5 km, with a maximum of four repeaters on any path. As the bit rate increases, the sender transmits the frame faster. As a result, if the same frames sizes and cable lengths are maintained, then a station may transmit a frame too fast and not detect a collision at the other end of the cable. To avoid this, one of three things has to be done: 
· maintain the maximum cable length and increase the slot time (and therefore, minimum frame size) 
· maintain the slot time same and decrease the maximum cable length or, 
· both increase the slot time and decrease the maximum cable length. 
In Fast Ethernet, the maximum cable length is reduced to a maximum of 100 metres, with the minimum frame size and slot time left intact. maintains the minimum and maximum frame sizes of Ethernet. Since it's 10 times faster than Fast Ethernet, for Gigabit Ethernet to maintain the same slot size, the maximum cable length would have to be reduced to about 10 metres, which is impractical. Instead, Gigabit Ethernet uses a larger slot size of 512 bytes. To maintain compatibility with Ethernet, the minimum frame size is not increased, and a process known as "Carrier Extension" used. With this, if the frame is shorter than 512 bytes it is padded with extension symbols, special symbols, which cannot occur in the data stream.
Peer-to-peer
In a Peer-to-peer networking architecture each computer (workstation) has equivalent capabilities and responsibilities. There is no server, and computers simply connect with each other in a workgroup to share files, printers, and Internet access. It is practical for workgroups of a dozen or less computers, making it common in many SOHO environments, where each PC acts as an independent workstation that stores data on its own hard drive but which can share it with all other PCs on the network.
Software for peer-to-peer networks is included with most modern desktop operating systems, such as Windows and Mac OS, with no special "network" software needing to be purchased. 
Client-Server
Client-server networking architectures became popular in the late 1980s and early 1990s as many applications were migrated from centralised minicomputers and mainframes to networks of personal computers. The design of applications for a distributed computing environment required that they effectively be divided into two parts: client (front end) and server (back end). The network architecture on which they were implemented mirrored this client-server model, with a user's PC (the client) typically acting as the requesting machine and a more powerful server machine - to which it was connected via either a LAN or a WAN - acting as the supplying machine.
Their inherent scaleability make client-server networks suitable for mid-sized and large businesses, with servers ranging in capacity from high-end PCs to mainframes, as appropriate. Client-server networks require special Network Operating System (NOS) software in addition to the normal operating system software.
P2P computing
By early 2000 a revolution was underway in an entirely new form of peer-to-peer computing. Sparked by the phenomenal success of a number of highly publicised applications, "P2P computing" - as it is commonly referred to - heralded a new computing model for the Internet age and had achieved considerable traction with mainstream computer users and members of the PC industry in a very short space of time:
· the Napster MP3 music file sharing application went live in September 1999, and attracted more than 20 million users by mid-2000 
· by the end of 2000, over 100 companies and numerous research projects were engaged in P2P computing 
· by early the following year, the SETI@home program, which uses distributed processing to analyse radio telescope data, had attracted more than 2.6 million users who had donated over 500,000 years of CPU time to the hunt for extraterrestrial intelligence. 
P2P computing provides an alternative to the traditional client-server architecture and can be simply defined as the sharing of computer resources and services by direct exchange. While employing the existing network, servers, and clients infrastructure, P2P offers a computing model that is orthogonal to the client-server model. The two models coexist, intersect, and complement each other.
In a client-server model, the client makes requests of the server with which it is networked. The server, typically an unattended system, responds to the requests and acts on them. With P2P computing, each participating computer - referred to as peer - functions as a client with a layer of server functionality. This allows the peer to act both as a client and as a server within the context of a given application. A peer can initiate requests, and it can respond to requests from other peers in the network. The ability to make direct exchanges with other users offers a number of compelling advantages - both technical and social - to individual users and large organisations alike.
Technically, P2P provides the opportunity to make use of vast untapped resources that go unused without it. These resources include processing power for large-scale computations and enormous storage potential. P2P allows the elimination of the single-source bottleneck. P2P can be used to distribute data and control and load-balance requests across the Internet. In addition to helping optimise performance, the P2P mechanism also may be used to eliminate the risk of a single point of failure. When P2P is used within the enterprise, it may be able to replace some costly data centre functions with distributed services between clients. Storage, for data retrieval and backup, can be placed on clients. In addition, the P2P infrastructure allows direct access and shared space, and this can enable remote maintenance capability.
Much of the wide appeal of P2P is due to social and psychological factors. For example, users can easily form their own autonomous online Internet communities and run them as they collectively choose. Many of these P2P communities will be ever changing and dynamic in that users can come and go, or be active or not. Other users will enjoy the ability to bypass centralised control. Effectively, P2P has the power to make users autonomous.
Network hardware
Networks are made up of both hardware and software. The network hardware provides the physical connections between the network's various nodes and typically includes:
· Network Interface Cards (NICs), one for each PC 
· Network devices such as hubs, bridges, routers and switches, that are together responsible for connecting the various segments of a network and for ensuring that packets of information are sent to the intended destination 
· Network cables (sheathed copper wiring like telephone cords) which connect each NIC to the hub or switch. 
NICs
Network interface cards, commonly referred to as NICs, are used to connect a PC to a network. The NIC provides a physical connection between the networking medium and the computer's internal bus, and is responsible for facilitating an "access method" to the network (OSI Layers 1 and 2). 
Most NICs are designed for a particular type of network, protocol, and media, although some can serve multiple networks. Cards are available to support almost all networking standards, including the latest Fast Ethernet environment. Fast Ethernet NICs are often 10/100 capable, and will automatically set to the appropriate speed. Full-duplex networking is another option, where a dedicated connection to a switch allows a NIC to operate at twice the speed.
Hubs/Repeaters
Hubs/repeaters are used to connect together two or more network segments of any media type. In larger designs, signal quality begins to deteriorate as segments exceed their maximum length. Hubs provide the signal amplification required to allow a segment to be extended a greater distance. Passive hubs simply forward any data packets they receive over one port from one workstation to all their remaining ports. Active hubs, also sometimes referred to as "multiport repeaters", regenerate the data bits in order to maintain a strong signal. 
Hubs are also used in star topologies such as 10BaseT. A multi-port twisted pair hub allows several point-to-point segments to be joined into one network. One end of the point-to-point link is attached to the hub and the other is attached to the computer. If the hub is attached to a backbone, then all computers at the end of the twisted pair segments can communicate with all the hosts on the backbone.
An important fact to note about hubs is that they only allow users to share Ethernet. A network of hubs/repeaters is termed a "shared Ethernet", meaning that all members of the network are contending for transmission of data onto a single network (collision domain). This means that individual members of a shared network will only get a percentage of the available network bandwidth. The number and type of hubs in any one collision domain for 10BaseT Ethernet is limited by the following rules:
	Network Type
	Max Nodes Per Segment
	Max Distance Per Segment

	10BaseT
	2
	100m

	10Base2
	30
	185m

	10Base5
	100
	500m

	10BaseFL
	2
	2000m


While repeaters allow LANs to extend beyond normal distance limitations, they still limit the number of nodes that can be supported. Bridges, routers and switches, however, allow LANs to grow significantly larger by virtue of their ability to support full Ethernet segments on each port. 
Bridges
Bridges became commercially available in the early 1980s. At the time of their introduction their function was to connect separate homogeneous networks. Subsequently, bridging between different networks - for example, Ethernet and Token Ring - has also been defined and standardised. Bridges are data communications devices that operate principally at Layer 2 of the OSI reference model. As such, they are widely referred to as data link layer devices. 
Bridges map the Ethernet addresses of the nodes residing on each network segment and allow only necessary traffic to pass through the bridge. When a packet is received by the bridge, the bridge determines the destination and source segments. If the segments are the same, the packet is dropped ("filtered"); if the segments are different, then the packet is "forwarded" to the correct segment. Additionally, bridges do not forward bad or misaligned packets.
Bridges are also called "store-and-forward" devices because they look at the whole Ethernet packet before making filtering or forwarding decisions. Filtering packets, and regenerating forwarded packets enables bridging technology to split a network into separate collision domains. This allows for greater distances and more repeaters to be used in the total network design.
Most bridges are self-learning task bridges; they determine the user Ethernet addresses on the segment by building a table as packets are passed through the network. This self-learning capability, however, dramatically raises the potential of network loops in networks that have many bridges. A loop presents conflicting information on which segment a specific address is located and forces the device to forward all traffic.
By the mid-1990s, switching technology had emerged as the evolutionary heir to bridging based internetworking solutions. Superior throughput performance, higher port density, lower per-port cost, and greater flexibility have contributed to the emergence of switches as a replacement technology for bridges and as a complementary technology to routing. 
Routers
Routing achieved commercial popularity in the mid-1980s - at a time when large-scale internetworking began to replace the fairly simple, homogeneous environments that had been the norm hitherto. Routing is the act of moving information across an internetwork from a source to a destination. It is often contrasted with bridging, which performs a similar function. The primary difference between the two is that bridging occurs at Layer 2 (the link layer) of the OSI reference model, whereas routing occurs at Layer 3 (the network layer). This distinction provides routing and bridging with different information to use in the process of moving information from source to destination, so the two functions accomplish their tasks in different ways.
Routers use information within each packet to route it from one LAN to another, and communicate with each other and share information that allows them to determine the best route through a complex network of many LANs. To do this, routers build and maintain "routing tables", which contain various items of route information - depending on the particular routing algorithm used. For example, destination/next hop associations tell a router that a particular destination can be gained optimally by sending the packet to a particular router representing the "next hop" on the way to the final destination. When a router receives an incoming packet, it checks the destination address and attempts to associate this address with a next hop. 
Switches
LAN switches are an expansion of the concept in LAN bridging. They operate at Layer 2 (link layer) of the OSI reference model, which controls data flow, handles transmission errors, provides physical (as opposed to logical) addressing, and manages access to the physical medium. Switches provide these functions by using various link-layer protocols - such as Ethernet, Token Ring and FDDI - that dictate specific flow control, error handling, addressing, and media-access algorithms.
LAN switches can link four, six, ten or more networks together, and have two basic architectures: cut-through and store-and-forward. In the past, cut-through switches were faster because they examined the packet destination address only before forwarding it on to its destination segment. A store-and-forward switch, on the other hand, accepts and analyses the entire packet before forwarding it to its destination.
It takes more time to examine the entire packet, but it allows the switch to catch certain packet errors and keep them from propagating through the network. By the late 1990s, the speed of store-and-forward switches had caught up with cut-through switches so the difference between the two was minimal. By then, a large number of hybrid switches had become available that mixed both cut-through and store-and-forward architectures.
Transceivers
Transceivers are used to connect nodes to the various Ethernet media. Most computers and network interface cards contain a built-in 10BaseT or 10Base2 transceiver, allowing them to be connected directly to Ethernet without requiring an external transceiver. Many Ethernet devices provide an AUI connector to allow the user to connect to any media type via an external transceiver. The AUI connector consists of a 15-pin D-shell type connector, female on the computer side, male on the transceiver side. Thickwire (10BASE5) cables also use transceivers to allow connections.
For Fast Ethernet networks, a new interface called the MII (Media Independent Interface) was developed to offer a flexible way to support 100 Mbit/s connections. The MII is a popular way to connect 100Base-FX links to copper-based Fast Ethernet devices.
Cabling
In 1985, the Computer Communications Industry Association (CCIA) requested the Electronic Industries Association (EIA) to develop a generic cabling standard for commercial buildings that would be capable of running all current and future networking systems over a common topology using a common media and common connectors. 
By 1987 several manufacturers had developed Ethernet equipment which could utilise twisted pair telephone cable, and in 1990 the IEEE released the 802.3I Ethernet standard 10BaseT (the "T" refers to Twisted pair cable). In 1991 the EIA together with the Telecommunications Industry Association (TIA) eventually published the first telecommunications cabling standard called EIA/TIA 568, the structured cabling system was born. It was based on Category 3 Unshielded Twisted Pair cable (UTP), and was closely followed one month later by a specification of higher grades of UTP cable, Category 4 and 5.
The table below shows the different types of UTP commonly in use at the end of 2000:
	Type
	Characteristics

	Category 1
	Used for telephone communications and is not suitable for transmitting data

	Category 2
	Capable of transmitting data at speeds up to 1Mbit/s. 

	Category 3
	Used in 10BaseT networks and capable of transmitting data at speeds up to 16Mbit/s. 

	Category 4
	Used in Token Ring networks and capable of transmitting data at speeds up to 20Mbit/s.

	Category 5
	Capable of transmitting data at speeds up to 100Mbit/s. 


Recent developments in Ethernet technology have led to the introduction of "Enhanced Category 5" which, like basic Category 5, is capable of transmission rates up to 100 Mbit/s. However, the test parameters for basic Category 5 assumed that data signals would only use two of the four pairs (one pair for transmitting and one pair for receiving) and crosstalk measurements were only taken between each pair combination. With Gigabit Ethernet however, all four pairs can be used to transmit simultaneously, and so the cross talk on each pair has to be measured for the combined effects of the other three pairs. Enhanced Category 5 can be used with Gigabit Ethernet.
IEEE 802.3 provides for a wide variety of cabling options using the various forms of UTS cable:
· The connecting cable for Standard Ethernet (10Base5) - also called "Thick Ethernet" and "ThickNet" - is referred to as an attachment unit interface (AUI), and the network attachment device is called a media attachment unit (MAU), instead of a transceiver. 10Base5 uses a thick coaxial cable that can run as far as 1,640 feet without using repeaters. Attachment is made by clamping an MAU onto the thick coaxial cable, which contains another cable that is connected to the adapter card via a 15-pin socket (AUI port). 
· Twisted pair Ethernet (10BaseT) generally takes advantage of existing, economical, telephone wiring. It is wired in a star configuration, with all nodes connecting to a central hub using twisted pair wires and RJ45 connectors. 
· Fast Ethernet (100BaseT) is the IEEE 802.3u-compliant high-speed version, similar to 10BaseT, but using different cabling configurations. 100BaseTX uses two pairs of Category 5 UTP, 100BaseT4 uses four pairs of Category 3, and 100BaseFX uses multimode optical fibres and is primarily intended for backbone use. 
· Thin Ethernet (10Base2), also called "ThinNet" and "CheaperNet," uses a thinner, less-expensive coaxial cable that is easier to connect but has a limitation of 607 feet per segment. ThinNet uses T-type BNC connectors, and the transceivers are built into the adapter cards. 
· Fibre-optic Ethernet (10BaseF and 100BaseFX) is impervious to external radiation and is often used to extend Ethernet segments up to 1.2 miles. Specifications exist for complete fibre-optic networks as well as backbone implementations. FOIRL (Fibre-Optic Repeater Link) was an earlier standard that is limited to 0.6 miles distance. 
Proposals have been made for Categories 6 and 7, but as of early 2001, these had not yet been ratified. Level 6 is slated to be capable of transmission speeds of over 200 Mbit/s using improved cables and RJ45 connectors. It will require use of cables and connectors which have been designed to work together as a "tuned" system. Mixing Category 6 components from different manufacturers will not therefore be possible.
Category 7 is proposed to be a 600 Mbit/s system using a shielded cable with individually screened pairs and a new type of connector. The cable and connectors are slightly bigger than Category 5. The drawback with Category 7 is that because of the ubiquity of RJ45 jacks, many cabling systems will require use of Category 7 to Category 5 patch leads, effectively reducing the system's performance to that of the weakest link - 100 Mbit/s. By the time Category 7 is ratified many believe that fibre optic cable might be a cheaper alternative.
 
Home networking
With the price of PCs falling at the same time the advantages for consumers to being connected - online investing and shopping, keeping in touch with long-distance friends and relatives, enjoying multiplayer games and tapping the vast resources of the Internet - continued to multiply, it was no surprise that by the late 1990s computer networking was being propelled from its traditional corporate base into a brave new world - the home. 
However, with an increasing number of households owning two or more PCs - forecasts predicted that more than 30 million North American households would own two or more computers by the end of 2002 - they found themselves experiencing the same limitations that confronted businesses almost 20 years earlier: the inability to share computing and peripheral resources or to share information easily between computer users. 
The four most compelling home network market drivers are: 
· Simultaneous high-speed Internet access using a single ISP account: As the Internet becomes an essential tool in business, education, medicine and government, as well as our personal lives, the demand for high-speed, convenient, easily accessible Internet access is mushrooming. Cable, ISDN, and digital subscriber line (DSL) modems provide the fastest Internet connections and allow family members to talk on the phone and use the Internet simultaneously. 
· Peripheral sharing: Families want to get the most out of their computer equipment investments by sharing the same printers, modems, or other peripherals from any PC in the home. 
· Sharing files and applications: Families also want to maximise the value of their software investments by sharing applications, and they want the convenience of sharing files easily, without having to transfer from machine to machine via floppies or CDs. 
· Entertainment: The new wave of multiplayer computer games, with their advanced graphics and exciting audio tracks, are beginning to grab consumer interest. Many analysts believe that PC games and entertainment software represent the swiftest long-term growth segment of the overall U.S. electronic gaming marketplace, with a combined unit annual growth rate of 24% being predicted between 1997 and 2002. The two biggest growth factors are the continuing price drop in home PCs and the opportunity for multiplayer gaming. 
The solution for home users in the late 1990s is the same as it had been for corporate users more than a decade earlier: networking.
While consumer demand has swelled, recent advances have overcome the technological and complexity barriers that once prevented networking from migrating into nontechnical environments. Component prices have dropped, available network speeds have accelerated, and signal attenuation and noise problems have been addressed using low-cost, high-performance signal processing. However, success in the consumer market requires that home networks be inexpensive, easy to install and easy to use. Essentially, that means the technology must be transparent to the user. 
By the early 2000s, home networking technologies had made significant progress towards meeting these requirements, providing consumers with an impressive array of options. The wired network technologies use some form of physical cabling to connect computing devices, the choice being between Ethernet, phoneline and powerline. Wireless networks, on the other hand, use electromagnetic airwaves - infrared or radio - to transmit information from one point to another. 
Ethernet networks
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To adapt the technology for the consumer market, Ethernet home network vendors have designed networking kits - consisting of low-cost network adapters, an inexpensive non-managed hub and simple configuration software - to make the technology easier to set up and use. 
The Category 3 or 5 UTP copper wire cabling required by Ethernet networks is readily available in computer stores and home improvement stores, and is preinstalled in many new homes. The task of cabling is not difficult, particularly in situations where all the PCs are located in the same room, such as in a home-based office. 
The figure shows how an Ethernet network could be set up in the home. Internal or external network adapters are installed in each PC. Peripheral devices without direct Ethernet connection options - such as printers - are shared through a networked PC. Each PC is then connected to the Ethernet hub over Category 3 or Category 5 cabling. The hub manages the communication between the devices on the network. A single 56 Kbit/s analogue, ISDN, cable or DSL modem provides a shared Internet connection. 
Phoneline networks
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Phoneline networking takes advantage of unused transmission capacity to transmit data over existing telephone wires. They transmit information at frequencies well above that of plain old telephone service (POTS) or digital services like ISDN and DSL, so the network does not interfere with the normal use of the phone line for voice, fax or Internet services running over the same telephone circuit. Nor do these other phoneline services affect network data transmission quality. 
The technology used to divide up shared bandwidth is frequency division multiplexing (FDM). This well-established technique divides up the total bandwidth into different frequency bands, called channels, using frequency-selective filters. Each of the different types of traffic - power, analogue voice and digital information (including data, audio and video) - use different channels. 
The initial Home Phoneline Networking Alliance (HomePNA) specification - released in the autumn of 1998 - adopted the IEEE 802.3 media access method, essentially delivering 1 Mbit/s Ethernet over phone lines. The subsequent HomePNA 2.0 specification - finalised in late 1999 - takes advantage of digital signal processing (DSP) technology embedded in silicon to offer consistently higher performance, better adapt to poor line conditions by continuously boosting signal strength and improve filtering of noise (interference) from nearby appliances. HomePNA 2.0- based products can support transfer speeds of up to 10 Mbit/s, ten times faster than HomePNA 1.0- based products. 
In a typical home phoneline network internal or external network adapters are installed in each PC, which are plugged into a nearby phone jack. Printers or other peripherals - including simultaneous access to the Internet via a single 56 Kbit/s analogue, ISDN, cable or DSL modem - can then be shared through a connected PC.
Phoneline networking works best in homes where the computers are located in different rooms near phone jacks on the same circuit - that is, using the same telephone number. The fact that each home has a unique phone circuit from the telephone company's central office ensures a high level of network security.
Powerline networks
Powerline networking is another technology to take advantage of unused bandwidth on an existing system of home circuitry. It operates similarly to a phoneline network. Internal or external network adapters are installed in each PC, which are plugged into a nearby power outlet. Printers or other peripherals can be shared through a connected PC, a modem of some sort providing the shared Internet connection. 
Powerline technologies use a variety of media access methods, from CSMA/CD and token passing to datagram sensing multiple access (DSMA) and centralised token passing (CTP). DSMA acts much like Ethernet to mediate multiple access contentions on the wire, by sensing and randomly backing off if traffic is detected. In some powerline home network implementations, once a network device has gained access, it switches to a dynamic, centrally distributed, token passing scheme so that it has control of the network until it finishes transmission. This dual method reduces the incidence of transmission collisions while preserving limited bandwidth. 
Powerline technology also employs a modulation technology called frequency shift keying (FSK) to send digital signals over the powerline. FSK uses two or more separate frequencies in narrow band; one is designated "1" the other "0" for binary transmission. 
Powerline networking boasts many of the same benefits as phoneline networking. However, some powerline networks are not as fast as other networking choices. Powerlines tend to be very "noisy" and consequently slower (compared to phonelines). Bandwidth speed tops out at much less than 1 Mbit/s: rates typically range from 50 Kbit/s to 350 Kbit/s.
Powerline networking works best in homes where the computers are located in different rooms near power outlets, but on the same circuit. There are potential security issues, however, due to the way power is distributed. A single power line from the utility company goes to multiple homes; a power meter at each house measures actual usage. Like an old party telephone line, anyone can potentially "listen in" on the shared bandwidth. A powerline network relies on encryption, or data scrambling, to prevent others from accessing the data running over the home network. 
Because of these limitations, powerline home networking is not expected to be as viable an option as competing home networking technologies. The expectation is that it is more likely be deployed in home automation and home security applications. 
IEEE 802.11
The Institute of Electrical and Electronics Engineers (IEEE) ratified the original 802.11 specification in 1997 as the standard for WLANs. That version of 802.11 provided for 1 Mbit/s and 2 Mbit/s data rates and a set of fundamental signalling methods and other services. The data rates supported by the original 802.11 standard were too slow to support most general business requirements with and did little to encourage the adoption of WLANs. Recognising the critical need to support higher data-transmission rates, the autumn of 1999 saw the IEEE ratify the 802.11b standard (also known as 802.11 High Rate) for transmissions of up to 11 Mbit/s. 
802.11 defines two pieces of equipment, a wireless "station", which is usually a PC equipped with a wireless network interface card (NIC), and an "access point" (AP), which acts as a bridge between the wireless and wired networks. An access point usually consists of a radio, a wired network interface (such as IEEE 802.3), and bridging software conforming to the 802.1d bridging standard. The access point acts as the base station for the wireless network, aggregating access for multiple wireless stations onto the wired network. Wireless end stations can be 802.11 PC Card, PCI, or ISA NICs, or embedded solutions in non-PC clients (such as an 802.11-based telephone handset). 
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The 802.11 standard defines two modes: "infrastructure" mode and "ad hoc" mode. In infrastructure mode, the wireless network consists of at least one access point connected to the wired network infrastructure and a set of wireless end stations. This configuration is called a Basic Service Set (BSS). An Extended Service Set (ESS) is a set of two or more BSSs forming a single subnetwork. Since most corporate WLANs require access to the wired LAN for services (file servers, printers, Internet links) they will operate in infrastructure mode. 
Ad hoc mode (also called peer-to-peer mode or an Independent Basic Service Set, or IBSS) is simply a set of 802.11 wireless stations that communicate directly with one another without using an access point or any connection to a wired network. This mode is useful for quickly and easily setting up a wireless network anywhere that a wireless infrastructure does not exist or is not required for services, such as a hotel room, convention centre, or airport, or where access to the wired network is barred (such as for consultants at a client site). 
The three physical layers originally defined in 802.11 included two spread-spectrum radio techniques and a diffuse infrared specification. The radio-based standards operate within the 2.4 GHz ISM band. These frequency bands are recognised by international regulatory agencies, such as the FCC (USA), ETSI (Europe), and the MKK (Japan) for unlicensed radio operations. As such, 802.11-based products do not require user licensing or special training. Spread-spectrum techniques, in addition to satisfying regulatory requirements, increase reliability, boost throughput, and allow many unrelated products to share the spectrum without explicit co-operation and with minimal interference. 
The original 802.11 wireless standard defines data rates of 1 Mbit/s and 2 Mbit/s via radio waves using two different - mutually incompatible - spread spectrum transmission methods for the physical layer:
· With Frequency Hopping Spread Spectrum (FHSS), a transmitting and receiving station are synchronised to hop from channel to channel in a predetermined pseudorandom sequence. The prearranged hop sequence is known only to the transmitting and receiving station. In the U.S. and Europe, IEEE 802.11 specifies 79 channels and 78 different hop sequences. If one channel is jammed or noisy, the data is simply retransmitted when the transceiver hops to a clear channel. 
· Under Direct Sequence Spread Spectrum (DSSS), each bit to be transmitted is encoded with a redundant pattern called a chip, and the encoded bits are spread across the entire available frequency band. The chipping code used in a transmission is known only to the sending and receiving stations, making it difficult for an intruder to intercept and decipher wireless data encoded in this manner. The redundant pattern also makes it possible to recover data without retransmitting it if one or more bits are damaged or lost during transmission. DSSS is used in 802.11b networks. 
At the OSI data link layer 802.11 uses a slightly modified version of the CSMA/CD protocol known as Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) or the Distributed Co-ordination Function (DCF). CSMA/CA attempts to avoid collisions by using explicit packet acknowledgement (ACK), which means an ACK packet is sent by the receiving station to confirm that the data packet arrived intact. 
It works as follows. A station wishing to transmit senses the air, and, if no activity is detected, the station waits an additional, randomly selected period of time and then transmits if the medium is still free. If the packet is received intact, the receiving station issues an ACK frame that, once successfully received by the sender, completes the process. If the ACK frame is not detected by the sending station, either because the original data packet was not received intact or the ACK was not received intact, a collision is assumed to have occurred and the data packet is transmitted again after waiting another random amount of time. 
CSMA/CA thus provides a way of sharing access over the air. This explicit ACK mechanism also handles interference and other radio-related problems very effectively. However, it does add some overhead to 802.11 that 802.3 does not have, so that an 802.11 LAN will always have slower performance than an equivalent Ethernet LAN. 
Wireless networks
As with the others, the technology for wireless networks has also been around for some time, achieving a measure of success during the late 1990s in a number of vertical markets, including health-care, retail and manufacturing. Home networking simply takes the technology to another level of functionality. 
Wireless LANs (WLANs) can now offer the same advantages to consumers: first and foremost is mobility. Consumers have the flexibility to move inside or outside their homes and still remain connected to the Internet or to other computing devices on the network. Installation is easy because there are no wires. Wireless network components can be set up anywhere in the home. Wireless networking makes it easy to move computers and other devices without the need to reconfigure the network.
Wireless LANs use electromagnetic airwaves, either infrared IrDA) or radio frequency (RF), to communicate information from one point to another without relying on any physical connection. Radio waves are often referred to as radio carriers because they simply perform the function of delivering energy to a remote receiver. The data being transmitted is superimposed on the radio carrier so that it can be accurately extracted at the receiving end. This is generally referred to as modulation of the carrier by the information being transmitted. Once data is superimposed (modulated) onto the radio carrier, the radio signal occupies more than a single frequency, since the frequency or bit rate of the modulating information adds to the carrier.
Multiple radio carriers can exist in the same space at the same time without interfering with each other if the radio waves are transmitted on different radio frequencies. To extract data, a radio receiver or augment networks without installing or moving wires. Wireless LANs tunes in (or selects) one radio frequency while rejecting all other radio signals on different frequencies.
In a typical WLAN configuration, a transmitter/receiver (transceiver) device, called an Access Point (AP), connects to the wired network from a fixed location using standard Ethernet cable. At a minimum, the Access Point receives, buffers, and transmits data between the WLAN and the wired network infrastructure. A single Access Point can support a small group of users and can function within a range of less than one hundred to several hundred feet. The Access Point (or the antenna attached to the access point) is usually mounted high but may be mounted essentially anywhere that is practical as long as the desired radio coverage is obtained.
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End users access the WLAN through wireless-LAN adapters, which are implemented as PCMCIA cards in notebook computers, ISA or PCI cards in desktop computers, or integrated within hand-held computers. WLAN adapters provide an interface between the client network operating system (NOS) and the airwaves (via an antenna). The nature of the wireless connection is transparent to the NOS.
The figure shows how a wireless network could be set up in the home. Internal or external adapters are installed on each PC. Printers or other peripherals can be shared through a connected PC. The devices then communicate using a set of reserved high-frequency radiowaves. An access point device connects to a DSL or cable modem and enables high-rate (broadband) Internet access for the entire network. 
Because RF-based wireless home networking technology is not restricted by line-of-sight, network components do not need to be located in the same room to communicate. In a typical home, the maximum distance between devices is about 250 feet. Family members can wander from room to room or relax on the patio while surfing the Internet from their laptops. 
Several wireless networking standards exist, including Bluetooth, HomeRF and IEEE 802.11, but each serves different purposes. Bluetooth is a technology to connect devices without wires. The intended use is to provide short-range connections between mobile devices and to the Internet via bridging devices to different networks (wired and wireless) that provide Internet capability. HomeRF SWAP is a wireless technology optimised for the home environment. Its primary use is to provide data networking and dial tones between devices such as PC's, cordless phones, Web Tablets, and a broadband cable or DSL modem. Both technologies share the same frequency spectrum but do not interfere when operating in the same space. Both Bluetooth and HomeRF functionality can be implemented in the same device. IEEE 802.11 is emerging as the primary standard for wireless network and Internet access. It supports 11 Mbit/s wireless access in the 2.4GHz radio band and works over longer distances than Bluetooth and HomeRF.
Technology comparison
The table below compares the four home networking technologies described previously, identifying some of the important factors to consider in selecting a solution: 
	 
	Phoneline
	Powerline
	Ethernet
	Wireless

	Speed
	100 Kbit/s - 10 Mbit/s
	50 Kbit/s - 350 Kbit/s
	10 Mbit/s - 100 Mbit/s
	700 Kbit/s - 11 Mbit/s

	Advantages
	Convenient, simple (no new wires), secure
	Convenient, simple (no new wires)
	Fastest, most secure and reliable
	Convenient, mobile, simple (no wires), secure

	Requirements
	Need computers and peripherals near phone jacks on the same phoneline
	Need computers and peripherals near power outlets on the same power circuit
	Requires Ethernet (Category 3 or 5) cabling; best in new home installations or remodels
	Network components must be within a 250-foot range

	Best use
	Ideal for shared Internet access, file sharing and peripheral sharing; good for home gaming
	Good for low-bandwidth applications such as home security and control
	Ideal for home gaming, home offices and shared Internet access
	Ideal for laptops, desktops and handheld connected organisers inside and outside home or small office where mobility is required; great for shared Internet access; good for home gaming


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
