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I ntroduction

Significant progress has been made in automating the front-
end application design process and back-end test execution for
today’s Computer Telephony applications. Sophisticated
application builder tools coupled with configurable Interactive
Voice Response (IVR) platforms allow end users, integrators,
VARsor dealersto build sophisticated | VR applications.
Robust automated test execution systems can automatically
emulate protocols and voice to greatly increase the
thoroughness and repeatability of functional test, load testing,
regression testing and in-service monitoring®. Despite the
automation in design and execution, the process for designing
and implementing testsis still mostly manual and largely
unchanged from what was done a decade ago. What's
missing is an automated test generation process that
integrates the upfront call flow descriptions of the App
Builderswith the back-end automated test execution
environments. This paper will examine the issues with the
current process and discuss the requirements for an automated
approach.

Current Design and Test Process
Design Process

Figure 1 illustrates a typical development processfor a
Computer Telephony system. Today, most Computer
Telephony systems are defined in some form of Call Flow
diagram. Thisisdone with either agraphical drawing tool, or
the graphical editor of an application builder toolset. Once the
definition is complete, the application builder can be used to
graphically design the system and then automatically generate
code. The system can then be exhaustively tested from both a
functional and a stress perspective using avariety of available
automated test execution environments?.

Test Process

While this design processis highly automated, the test processis
still mostly amanual process. Tests are developed by a
laborious process of first analyzing acall flow diagram of the
system design to determine what tests are required. The tests
are then manually implemented, reviewed and debugged in low
level scripting languages, requiring skilled programmers with
both programming and telephony test experience. This process
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isrepeated every time the application is updated or changed.

At the end of the process thereis no explicit measure of the test
thoroughness. This can result in long field test cycles or worse,
problems found by customers.

Test is becoming the bottleneck

Features are released incrementally during the design process
(Figure 2). Thetestsfor each feature require a separate design
and coding process. Thetime available for this processisbeing
squeezed from two directions:

Application builder tools make it possible for new
features to be added or changed quickly, making it
difficult for the manual driven test process to keep up
and creating a bottleneck.

Market pressure is reducing the time for creating tests
and increasing the need for new features. These
features are implemented rapidly using automated
application builder tools.

Also, because of the time required to develop feature tests, little
testing of feature interaction is done until late in the process.
Problems found at this phase can be the result of ainaccurate
reguirement, poor design or an implementation error (Figure 1).
Changes in the requirements require changes to the existing
tests, further squeezing the process.
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Available Test Automation

Today thereisagap between automation tools used for test
design and those used for testimplementation. There are test
design tools that model an application's behavior and then
automatically find test paths through the model®. Test
implementation tools automate the creation of test scriptsfor a
single call flow path, onceitisdefined. Thereisagapin that
the tools defining the test paths don't easily implement the code
for those tests. In most cases, thelink isa Test Specification
defining the test paths that need to be implemented (Figure 3).

The test design tool s are sophisticated general -purpose

behavioral modeling tools that can either find paths through
the model, or validate specific use cases®. The languages for
these tools are complex and require skilled programmers to
implement.

There are several different approaches being used for
automating the testimplementation.  All are based on having
aset of re-useable test functions that are linked together to
implement the actions of asingle call path.

At the simplest level, the functions are re-used by cutting and

Test Design
+Analyze Application

Test +Manually develop or
ture test script:
Tests Spec capture test scripts

+Determine Required

High level description

of behavior with complex
behavioral description
language

Figure 3: A gap exists between the current automation tools
used for test design and test implementation
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pasting them into a new program using either an editor or
clicking on anicon that automatically pastesthe code. The
script codeisthen hand edited to tweak it for new
applications.

A more sophisticated approach involves having
parameterized functions that can be customized by
modifying parameter values. Thisreduces the need for
modifying low level code and allows for a more general-
purpose library of functions.

I mplementing an | ntegrated Approach for Test Design and
I mplementation

The gap between test design and test implementation tools
can befilled by developing a set of re-useable call flow
objectsthat can be used by the test design tools to model the
behavior of the application and automatically find the test
paths. By concatenating test execution code embedded in
each re-useabl e object, the path generatorsin these test
design tools can automatically implement the tests for each
path found.



To implement this kind of integrated approach, careful
consideration should be given in defining the following:

A set of re-useable objects

A means of connecting the re-useable objects
to represent the call flow

A methodology or algorithm for generating
optimal test paths

An output format suitable for debug and
documentation

The remainder of this paper will discuss the requirements for
each of the above implementation steps.

Defining Reusable Objects
What objects are required?

Thefirst step in implementing an automated test generation
solution is defining a set of re-useabl e objects that can be
used to describe the behavior of a Computer Telephony
application from a user interface perspective. The goal isto
have a set of objectsthat a non-programmer can use to
describe the application behavior. A starting point isfound
in the building blocks used by the design team's application
builder tool. Unfortunately, depending on the tool, there
could be 100's of building blocks. Many of these are
operationsinternal to the design that an end user would not
see (i.e., connect to database, string operations, file
operations, etc.). Figure 4 illustrates alist of objects that

Call Flow Object Description

1. Prompt-Response play a greeting and receive a response
2. Play Voice play an audio file

3. Place Call make a phone call

4. Record Voice save voice data in a file

5. Go On-Hook disconnect the call

6. Go Off-Hook prepare to accept incoming calls

7. Send Tones send MF or DTMF tones

8. Receive Tones receive MF or DTMF tones

9. Wait For Hangup wait for call to be disconnected

10. Wait For Call wait for an incoming call

11. Wait For Energy wait for energy on line

12. Wait for Silence wait for silence on line

13. Recognize Speech compare speech data with a vocab
14. Reject Call reject incoming call on the line

15. Transfer Call transfer a call to another number

16. Error default error handler

17. Stop Channel stop communications on the channel
18. Send Fax send a fax

19. Receive Fax receive a fax

Figure 4: Re-useable Call Flow objects must describe the
behavior of a Computer Telephony application at the user
interface

would be needed to model at typical CT application at the
interface level.

In defining the library of re-useabl e objects, you should
consider whether the objects are defined from an application
perspective or atest perspective. The application
perspectiveisthe same view a designer uses with an
application builder tool. The test perspectiveisamirror
image of the application view, looking into the application
from the tester. Test engineers use this perspective to think
about what the tester is doing instead of how the application
isreacting. Asan example, a"Place Call" objectinan
application perspective (which causes the application to dial
anumber) isthe equivalent of a"Receive Call" object in the
test perspective, which causes the tester to receive an
incoming call. The advantage of the applications
perspectiveisthat enables a direct mapping to the design
call flow diagram and facilitates easier interaction with
design engineers. The disadvantage isthat it isaninside out
view of the teststhat are run, adding complexity to the test
problem.

In addition to defining a set of call flow objects that can
represent the application behavior, it may be necessary to
develop additional specialized test objects. Asan example,
you may want to verify that the application responds
properly when an end user dials ahead of the prompts. This
could require some form of "listen and respond" object that
sends digits a specified time after the prompt begins. It may
also be necessary to develop objects that can capture and log
various response data.

Many applications are set up to have data dependent call
flows. For example, an investment firm may want to have
different customer call flows based account type or balance.
An insurance company may want to route DNIS numbers
from a disaster areadirectly to an agent. Testing these
applications requires an object that enables datato be
specified or imported.

It may also be necessary to define objects that represent
screen pops. Some applications have parallel processes that
route a call to an agent while at the same time looking up an
account balance in a database and popping it on the screen
of adesignated agent.

I mplementing the Re-useable Objects

Once the objects are defined, the first step in implementing
them isto develop the code for executing the object action
on the target test execution system. To make the object as
general purpose as possible, this code should be
parameterized to allow for broad re-use. Some of the
parameters include digits to be dialed/received, voice
prompts, telephony parameters and phone linesused. The
code for the objects should al so include default error
handling routines.

The objects also require a means of inputting the parameter
values. ldeally, this should be done graphically with text
boxes, buttons, or pull downsto enable use by non-
programmers. Finally, there should be a means of providing



specific test comments for documentation purposes.

Creating the Call Flow Diagram

Oncethe call flow objects are defined and implemented, there
needs to be amethod of connecting them together to model the
application behavior in the form of acall flow diagram. The
ideal solution would be to import acall flow diagram directly
from the chosen application builder tool. Unfortunately, there
are no graphical interface standards for call flow diagrams to
facilitate this. Also, since thereisnot adominant supplierin
this area, there are no third party solutions for integrating a
call flow diagram of any application builder tool with any test
designtool. Lacking the above, the best approach isto make
it possible for a non-programmer to create anew call flow
diagram that can easily be mapped to the design call flow
diagram. Todothis, it must be possible to enter the call flow
diagram from the same application perspective used by the
application builder tools (Figure 5).

In order to support data dependent call flows, the call flow
diagram must be able to represent conditional branching
dependent on datavalues. Figure 6 showsacall flow diagram
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of avoicemail system where the main menu prompt and the
call flow path will vary depending on the data val ues defined
inthetable. For example, acaller with "application access"
turned off would not hear the "press 6 for applications”
prompt. If the 6 digit were then pressed, the caller would be
routed to an error message.

Finally, being able to specify hierarchical call flowsenables a
modular approach to test. Figure 6 illustrates a series of sub-
call flow diagrams that get branched to from the main menu.
Drawing all of these on asingleflat call flow diagram would
be hard to organize and even more difficult to read. Using
hierarchy, the application can be decomposed to modular
elements that can then be worked on in parallel. Additionally,
having re-useable sub call flows allows the work to be
leveraged across multiple platforms. If the sub call flow
changes, the change can be implemented across all instances
of the sub call flow with asingle edit.

L LRyz =l E3

BE)
I»

Werify Balance Prompt Varify

Play Upr Greeting
ReleaseCall ReleaseCall L
EeleaceCall
4 [
Test View

Figure5: An application view is required for easy mapping to the design call flow diagram.
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Figure 6: Call Flow descriptions must support data dependencies and hierarchy

Test Generation Requirements

After the call flow diagram is entered, the next stepisto
define an optimal set of test paths through the diagram. At a
minimum, these test paths should accomplish the following:

Touch al elements of the call flow diagram(data and call
flow objects) at least once.

Test for response to negative behavior.

Verify that illegal conditions can't occur.

Achieving the above can be done either manually or
automatically. Inamanual approach, each path is separately
constructed with the call flow objects and the code from each
object is assembled to create atest script. Alternatively, using
the path generation capability of atest design tool can
automatically create the test paths. This approach offers
several advantages:

Automatically create test pathsthat cover all objects.
Thisis particularly important on large, complex call
flows. Manually analyzing dozens of pages of call flows
to determine the optimal set of test pathsistedious, time
consuming and error prone.

Rapid response to changesin the call flow diagram.
Instead of editing low-level test scripts, tests are modified

or added by editing the call flow diagram and using the
path generator to rapidly create new tests. Thishasthe
greatest impact on new applications with volatile
requirements, or in competitive situations where new
features are frequently added.

Lower skill levelsrequired to design tests. By reusing
debugged call flow objects, non-technical people can
enter diagramsfor test engineers.

The key issue in the using an automated path generator isto
have the test paths that represent relevant applications
scenarios and provide optimal test coverage. Having 100's or
1000's of tests on a part of the call flow happening 1% of the
time may add nothing to quality and just decrease throughput.

Figure 7 illustrates how different path generation algorithms
can result in avarying number of pathsthrough adiagram. A
full cover algorithm, searching for all possible pathsin the
diagram, provides the most exhaustive coverage and the
potential for the highest degree of error detection.
Unfortunately, it may produce too many teststo practically
execute. At the other end of the spectrum, a Quick Cover
agorithm provides broad functional coverage with a minimum
number of paths by generating an optimal set of paths that
touch each object at least once. When compared to a manual
approach, thisistypically more then enough. Some path



generation tools enabl e the relative likelihood of each path to
be specified so that the distribution of paths created is
consistent with the operational behavior of the application.
This assures that the test scripts created are relevant
application scenarios.

Path generation tools can also be used to generate optimal data
sets for data driven applications. A model of the configuration
options for the voicemail system in Figure 6 can result in
anywhere from 5 to 2600 different combinations, depending
on the coverage algorithm used.
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Test Documentation

Ideally, the documentation for the test scripts should
automatically be generated as a separate output whenever new
test scripts are generated. This can be accomplished by
having the generation tool concatenate test descriptions
annotated on each call flow object as it creates each path
through the call flow diagram. This eliminates having an error
prone separate step of documenting the scripts after they are
generated. It also assures that the documentation isawaysin
sync with the test scripts

While debugging scriptsit is also helpful to have agraphical
display that shows the sequence of events on each channel for
each test script. This sequence-based view simplifiesreview
of the test scripts with other test or development engineers.
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Figure 7: The number of paths created by a path generator depends on the algorithm used



Summary

Figure 8 summarizes the components of an automated solution
discussed in this paper. Thefirst step isto create alibrary of re-
useable call flow objects that define the actions at the
application’s user interface. These objects contain the code for
executing the action on the target test execution environment.
The objects are connected using a graphical editor to link the
call flow objectstogether in the form of acall flow diagram. As
the objects are placed, they are edited with comments describing
thetest action. Separatetablesfor data effecting the path
through the call flow diagram must then be developed. Once
the call flow diagram is completed, the test generator of an
automated test design tool can be used to find paths through the
call flow diagram. Aseach path isfound, the test execution
code and test comments are concatenated together to
automatically create test scripts and documentation.
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Figure 8: Example of an integrated solution for automated
Computer Telephony test generation

Implementing this approach can have a significant impact on
the overall product development process by:

Reducing the time and skill level required to
devel op comprehensive test scripts

Allowing tests for feature changes or additions
to be developed in minutes

Increasing the quality level by automatically
generating comprehensive end to end tests
across the entire call flow diagram.

These benefits must be weighed against the cost devel oping
or purchasing such asystem.
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