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Radical Behaviorism and Cognitive Science:

 Contrasting Psychologies of the Twentieth Century?

Questions to be Answered in Chapter 17

1. What is the myth of cognitive psychology?

2. Why did Skinner advocate the intensive study of simple organisms like rats and pigeons?

3. Where do real explanations lie? 

4. How did Leahy show that the so-called “cognitive revolution” never took place?

5. What distinguishes Skinner’s radical behaviorism from methodological behaviorism?

6. How is the reflex a Gelstatist concept?

7. What is the Empirical Law of Effect?

8. What did Allyon and Azrin’s 1968 token economy study demonstrate about the effects of behavioral therapy on previously “hopeless case” psychotics?

9. What are the various schedules of reinforcement and how do they produce reliable behavior patterns?

10. How does etymology create an “inner world”? 

11. How are variation and selection of behaviors the key to explanation?

12. What importance does history play in understanding actions and their causes?

13. Why are people not indifferent spectators in life?

14. How do visual media stifle the imagination?

15. What is meaning in verbal communication?

16. In Baum’s view, how did Skinner mishandle the mind?

17. What does Skinner say about freedom, blame, praise, and the design of cultures?

18. What two errors did Staddon find in Skinner’s work concering punishment?

19. Skinner’s great contribution to the study of behavior was what?

Munsterberg and The Two Psychologies


The psychology of the late 20th Century was fragmented, but there was one fairly clear main division – that between radical behaviorism and cognitive psychology.  Radical Behaviorism was far less popular – it did not use the language of ordinary life and so it and seemed strange and difficult to understand.  Cognitive Psychology used ordinary language – the vocabulary of folk psychology – and so was more congenial to the general public.  The situation was roughly the same at the turn of the century, as we can see by examining the works of Hugo Munsterberg.


Hugo Munsterberg had a “sense for the perspective and proportion of things,” according to William James, who invited him to Harvard, where he spent the remainder of his life (1892-1895 and 1897-1916).
  When Munsterberg arrived, James changed his own title from “Professor of Psychology” to “Professor of Philosophy,” implying that he had found a successor as a psychologist.  Munsterberg was indeed a psychologist, as well as a physician, and a philosopher.  He could also be considered a founder of applied psychology, because of his research in psychotherapy, advertising, the psychology of law, and industrial psychology.  And he certainly had “perspective.”


He published twenty books in English and six in German, the best of which may be the 1914 Psychology: General and Applied, published by Appleton.  The book is divided into two parts: Causal Psychology and Purposive Psychology.   He believed that these two viewpoints must be kept separate, since he argued that they were as different as physics and religion.  “Causal Psychology” is concerned with scientific explanation. “Purposive psychology” is wholly different - it is concerned with a freely willing self with a personality and all kinds of stuff "inside" us, as he put it. 


In 284 pages Munsterberg presented Causal Psychology as association​ism, but in the first thirty-two he was careful to make clear that there is no unconscious store of memories, no images and words "lying somewhere at the bottom of my mind."
  Earlier
 he had written that "the story of the subconscious mind can be told in three words - there is none."  In his view the unconscious was often employed to supply causes where there seemed to be gaps and, in fact, that was one of Freud's main reasons for postulating the unconscious.  


But no "utterly fantastic" causes are needed, since our mental life does indeed show regularity in its operations.  But it never features anything that resembles causal necessity in the first place.  If there is no necessity, there need be no causes.  Arguing against the cognitive psychology of his day, he wrote that it is childish to insist that ideas come, go to a storage place, and return as "remembered!"  Those who do so insist must feel constantly aware of their "lap" as they walk around.  They must be reassured when next they sit, just as the believer in the uncon​scious depository of ideas "recognizes" an old idea, come back again. Though thoughts do not really cause actions, they may accompany actions and are themselves produced by action.  A person's thinking is as much a part of his actions as those are a product of his thought.
 

An individual of a particular temperament and character and intelligence and talent does not stand in an independent outer world which shapes him, but the outer world which has a chance to influence him is itself the product of his tendencies to reaction.  Personality and the world are in a complete mutual rela​tion.

As many readers will note, Munsterberg’s “causal psychology” is in many ways a radical behavioral interpretation of thought and action, but it is not the only kind of psychology.


"Purpose-oriented" or functional psychology is very differ​ent, but familiar to modern readers.  It includes the world of beauty, understanding, love, faith, learning, and memory, where "our mental life is free," and immediate practical concerns are what is important.  It is psychology as it is popularly construed.  He wrote that we should let people have free will and memory and faith, but restrict those things to this viewpoint and see that it stays clear of the causal viewpoint.  


We see Munsterberg’s perspective exemplified almost a century later and we will argue that what he called causal, or scientific, psychology is represented by radical behaviorism, a position that rejects folk psychology and the language of popular psychology.  Most psychologists accept the traditional beliefs and the language of popular culture and they constitute cognitive psychology.  

Cognitive Psychology and Radical Behaviorism

Cognitive psychology, or "cognitive science," is not something that sprang up suddenly in the 1950s when psychologists “once again dared study the mind."  We maintain that "cognitive psy​chology" really refers to nothing specific, though nonpsycholo​gists and new students often suppose that it is a distinct field.  An examination of textbooks in the area, summarized below, shows that cognitive psychology may have as many definitions as there are textbooks written about it.


Anyone interested in the conventional "faculties of mind" of popular psychology may be called a cognitive psychologist by default.  Hence, researchers in sensation, perception, memory, attention, problem solving, imagination, language, and other cognitive-sounding areas may be called cognitive psychologists.
  If one follows the computer-induced “processing” view of cognition, then one is more likely to be called a "cognitive scientist," particularly if one emphasizes computer simulations rather than human-produced data.  We will refer to this endeavor as a part of cognitive psychology, an umbrella term for many, many disparate views.


Behaviorism is a clear alternative to cognitive psychology, but only if the “behaviorism” is the radical behaviorism of B.F. Skinner or one of its variants.  Radical behaviorism contrasts strongly with all forms of cognitive psychology, since it rejects the use of mediators, while all forms of cognitive psychology rely on mediation.  But there are many views called “behavioral,” and some of them do advocate the use of mediators, whether they be called habits, expectancies, S-R connections, associations, or something else.  Those behaviorisms constitute what Skinner (1945) called “methodological behaviorism” and they are actually cognitive theories, as cognitive as a theory positing a set of processing stages.


We propose that radical behaviorism is a coherent position that is very unlike the stereotype described in textbooks and in much of the literature, while cognitive psychology is amorphous, a catch-all heading that includes wildly differing points of view.  They are unified only by reliance on mediating constructs and a penchant for the vocabulary of popular psychology.  We will show that radical behaviorism deals effectively with the topics usually considered “cognitive” through illustrations drawn from Skinner’s About Behaviorism, published in 1974.  We will also show what Skinner did not know, which is the continuity of his interpretations with those of historical views.  Finally, we will describe current views in legal theory, advertising, social psychology, and even in memory and awareness that are exemplars of radical behaviorism, though this is seldom known by the authors involved or by many radical behaviorists.  First, we consider the false history of  psychology.

tc  \l 1 "The Mythical History of Cognitive Psychology
             # "The Mythical History of Psychology

Countless textbooks have described a capsule history of psychology that has come to be accepted as true, largely since it has been repeated so many times.  Not surprisingly, it appeared in a leading textbook on cognitive psychology, authored by an ac​knowledged leader in the field.
  According to this widely-cited source, cognitive psychology began with the ancient Greeks and the conflict between the rationalism of Plato and the empiricism of Aristotle, which continued through the 18th century, as the Brit​ish empiricists battled the continental rationalists.
  While the rise of science led to great progress in the physical sciences, no attempt was made to apply the scientific method to cognition until the end of the 19th century, because of a "confused attitude about ourselves and our own nature."


This reporter of the "received view" went on to place the beginnings of scientific psychology in Leipzig, where flourished in 1879 the cognitive psychology of Wilhelm Wundt.  He wrote that Wundt's method was introspection
 and that the goal of his psy​chology was to account for "the contents of introspective reports."
  To compound errors, this author then named Mayer and Orth as typical introspective researchers, implying that they were carrying on Wundt's research, rather than working in a renegade laboratory at Würzburg that had broken completely with Wundt.  Of course, these researchers found no content to report and in that particular the reporter of the received view is correct.


The account continues with the failure of introspection to catch on in America, recalling that the myth holds that it was Wundt's cherished method!  Additionally, Americans were too prac​tical and "action-oriented" to care about the contents of con​sciousness.  Hence, people like Edward Thorndike were popular because they did work that was "directly applicable to school situations" and to whom "consciousness was just excess baggage."
  Once again, the author is correct when he notes that introspection was not doing so well in Europe and it seemed clear that "Much that was important in cognitive functioning was not open to con​scious experience."


At this point Watson's behaviorism arose, since introspection was irrelevant and uncertain, and this "all but eliminated any serious research in cognitive psychology for 40 years."  What the behaviorists left was a set of "sophisticated and rigorous tech​niques and principles for experimental study in all fields of psychology, including cognitive psychology."
  What the early behaviorists opposed, as part of their objection to introspection and mentalism, was the "theory of mental operations," whereby human activity is explained through reference to hypothetical mental mechanisms.  While this was disastrous for cognitive psy​chology, to be sure, the behaviorists may have been right!  The author cited himself and wrote:
 

Just because introspection proved to be unreliable did not mean that it was impossi​ble to develop a theory of internal structure and process.  It only meant that other meth​ods were required...But behaviorists argued that a theory of internal structure was not necessary to an understanding of human behav​ior, and in a sense they may have been right.  However, a theory of internal structure makes understanding human beings much easier.


After the period of domination by behaviorism, the account continues, cognitive psychology reemerged, figuratively "unshack​led from its fetters."  The introspectionists had held "a naive belief in the power of self observation" and the behaviorists were afraid of "falling prey to subjective fallacies" and thus "refused to let themselves think about mental processes."
  The “Cognitive Revolution” marked the beginning of an era of rapid progress, since psychology was finally on the right track.


Countless textbooks, articles, graduate theses and dissertations accepted stories like Anderson's on faith, just as Anderson accepted them himself.  Yet, it takes little investigation to find the truth - there was no cognitive revolution.  Leahey
 documented the recent history of psychology and argued persuasively that no revolutions have occurred.  He began as follows:

There is a story of the development of American psychology widely told and widely repeated.  In the beginning - 1879 - psychology was born as the science of mental life, studying consciousness with introspection.  Then, in 1913, the dominance of introspection was challenged and shattered by the rude and simplistic behaviorists, who slew the science of mental life and replaced it with the science of behavior, creating a decades-long rule of behavior study and behavior theory.  However, in 1956 a new revolution began, its makers waving the banner of cognition...After two decades of struggle...behaviorism was defeated, or at least repressed, and the rule of information-processing cognitive psychology began.  Today, we stand perhaps on the threshold of a new revolution, as the young warriors of connectionism challenge the aging stalwarts of information processing...

This is the story, "full of sound and fury," but entirely mythi​cal, in Leahey's opinion.  And, in this matter, he is abso​lutely correct.  There was change during the 20th century, but it was far from revolutionary.
  And the “behaviorism” that was the target of the “new” cognitive psychology was assumed to be that of B. F. Skinner.  But few people really understood Skinner’s doctrines and of these few, none were cognitive psychologists.  Skinner’s position was revolutionary, at least in the context of the early 20th century.


tc  \l 1 "Chapter 16\: Skinner's Radical Alternative                   # "Skinner's Radical Alternative

   

Skinner identified his approach as a radical behaviorism, not for its social implications, but because...it includes activities like seeing and thinking...These activities are viewed as similar in kind to overt behavior, affecting one's other behavior no differently than one's overt action can affect one's other behavior - as when holding a nail with one hand enables hammering it with the other, or rehearsing a set of alternatives affects one's choosing among them.

The extraordinary appeal of inner causes and the accompanying neglect of environmental histories and current setting must be due to more than a linguistic practice. I suggest that it has the appeal of the arcane, the occult, the hermetic, the magical...it is the appeal of an apparently inexplicable power, in a world which seems to lie beyond the senses and the reach of reason.


Skinner was never an S-R theorist, as were Thorndike, Guthrie, and Hull, although he is almost always portrayed as one.  He claimed to feel kinship with only one other major psychologist, and that was Edward Tolman, since he shared Tolman's emphasis on molar, rather than molecular analyses.  Skinner's best work was probably the strategy proposed in the 1930s for the discovery of order in behav​ior.  This was a novel solution to the problem of determining order in any phenomena and it applies as well to physics and physiology as to psychology.  It constitutes an alternative to the molecular/molar distinction represented in the views of others.


Skinner's operant conditioning theory and its applications presented in popular books and in the press has made him familiar to the general public.  But the public conception is a very limited one, not surprisingly, and the popular "Skinner" seems to be a composite of newspaper items that describe aspects of Pavlov, Watson, Thorndike, and Hull.  After noting that Skinner was the most honored and cited contemporary psychologist, yet the most maligned and misunderstood, Hineline properly laid much of the blame on Skinner himself.
  Referring to "problems that have lain for decades at Skinner's door," he suggested that

Critics might say that the problems are largely of his own making.  Skinner's mode of psychological interpretation is countercultural; it is uncompro​mising and profoundly at odds with explanations of behavior that we learn in ordinary discourse.  He has addressed broad as well as specialized audi​ences and has done so successfully in the sense of engaging many readers, but often at the cost of obscuring the subtlety and the foundations of his concepts.  Thus we should not be surprised that many critics have not read his work in detail and that his position is often distorted through simplistic caricature.  Furthermore, Skinner has seldom replied directly to his critics; in the absence of explicit correction, how can they be blamed for getting it wrong?

tc  \l 1 "Skinner's Significance                                      # "Skinner's Significance   


John B. Watson "founded" behaviorism in 1913 and stressed that activity is the basic subject matter of psychology.  And he said that our goal should be to discover the factors that influence that activity.  But his "theory" of learning was almost incidental - "conditioning" was adjustment, and that was part classical condi​tioning
 and part trial and error, translated to association by frequency and recency.  Watson's main concern was more general and it is captured in the question: Given a stimulus, what may we expect as a response or given a response, what may we discover to be the stimulus?  And we recall that by stimulus he meant things ranging from the molecular, as in a flash of light, to the molar, as in a college education.  Similarly, responses could be discrete, such as muscle contractions, or activities spanning time, as in the designing of a building.


But behaviorism changed.  Attention turned from the observa​tion of the world and its effects on us - Hull and Tolman both postulated internal mechanisms "causing" our behavior.  The dozens of intervening variables proposed by Hull and the cognitive maps and expectancies of Tolman were representations of the world - surrogates for behavior.  Hence, both Hull and Tolman were cogni​tive psychologists; if a theory emphasizes representations, then the theory is a cognitive theory.
  Skinner advocated a return to a strategy like Watson's, abandoning intervening variables and the theories that produced them.


Skinner proposed the intensive study of the behavior of simple organisms, like the rat and the pigeon.  If we can discover the principles that govern their behavior, we will find that they apply to behavior in general, including human behavior and experience.  We soon find that a schedule of reinforcement that keeps a rat steadily pressing a lever also keeps a gambler operating a slot machine, while another schedule affects rats and pigeons in exactly the same way that it affects humans on piece work pay schedules.
  In the 1950s there was a great deal of research on reinforcement schedules and the findings quickly found application in education and mental health, not to mention commercial animal training.  But Skinner's point remained unclear to many, as this passage shows:

How could we be so arrogant, Xenophanes asked, as to think that the gods looked like us?...Nowadays the intellectual descendants of Xenophanes warn against perceiving animals to be like ourselves.  There are, for example, the behaviorists, who follow psychologist B. F. Skinner in viewing the actions of animals as responses shaped by rewards and punishments rather than the result of internal decision making, emotions or intensions.


De Waal clearly did not understand - behavior analysis ap​plies as well to humans as to other animals.  Skinner's message was that an analysis of contingencies, or the relations among stimuli, behavior, and patterns of consequences is the proper strategy for psychology.  An experimental analysis of behavior would account for observable behavior and for experience and mental activity.  It will explain attention, remembering, percep​tion, learning, dispositions, traits, and anything else we might include.  By the end of the 20th century, great progress was made and many held Skinner personally responsible for advances in programmed instruction and behavior therapy.  Although that is an exaggeration, his influence in these areas was undeniable.  

tc  \l 1 "Why Theories Are Unnecessary                                # "Why Theories Are Unnecessary  


In 1950 Skinner argued against theories, not only in psycholo​gy, but in science in general.
  The puzzlement generated at the time continued for decades and many readers were never able to understand that what Skinner was doing was simply arguing against the use of intervening variables, the mainstay of Hull, Tolman, and all psychological theories.  Not only did he argue against common​ly-reified intervening variables like perception, motivation, personality, industriousness, will, and the like, but he opposed the use of more innocuous terms, like "habit," and "association!"


The more obnoxious intervening variables are the staple expla​nations of everyday life and they must have some virtue, since they have lasted a long time.  For example, when someone behaves rudely toward you, you may seek the cause for this by asking someone who knows the offender better than you do.  You are told that he or she is a nasty demon and that accounts for the rudeness toward you.  For practical purposes, that might be all that you want to know - that the person often acts this way and that you might do well to avoid him or her in the future.  


But you learned only the names that you already assigned to the behavior - rudeness and aggressiveness - are appropriate names for that person's behavior much of the time.  That is only naming, not explaining, that behavior.  When we resort to such naming and say that someone is "aggressive, industrious, persistent, intelli​gent, willful," and that she has a "great memory," we only name behaviors and when we think we are explaining, we actually have only unfinished causal sequences, not explanations.  That is the main ingredient in virtually all psychological theories.

tc  \l 1 "Real Explanations                                           # "Real Explanations    


When we refer to intervening variables like habits, drives, and even "learning," we commit the same error.  Real explanations lie in the history of the individual and the species.  Aggressive behavior may become strong because of the way one was raised, a history of failure, frequent disappointments, chronic pain, or thousands of other reasons.  One salient possibility lies in the fact that aggressive action is often rewarded by deference or attention from others.  We often don't care what the relevant history is, but Skinner wants us to know that naming it "aggres​siveness" is no explanation.


In other cases we see that someone can recite a long list of words after a single reading and we refer to "a good memory."  Is that an explanation?  Are we further ahead when we commit this nominal fallacy than we were before?  Might we better examine the individual's past practice with such lists or experience with mnemonic devices?  In that history we will find the real explana​tions.  There also we will find the explanations for what we now call "ambition," "willpower," "thirst," "perception," "memory," "learning," and all of the other names that now pass as explana​tions.  But that is not all there is to it - when we look to the past we seek causes for current activities, but those activities require proper description.  This is the problem of the "unit of behavior," the problem that already set the Gestaltists and Tolman against Hull and everyone else.  By the late 20th century, it appeared that "Hull and company" had won, but Skinner's alternative carried on something like the spirit of Tolman and the Gestal​tists.
  

tc  \l 1 "The Cognitive Revolution
# "The Cognitive Revolution
    

The high romantic drama and intellectual adventure of revolution making and the joy of breaking behaviorist crockery must have been much more appealing than the day-to-day mundaneness of normal science.  I was in graduate school at the University of Illinois from 1970 to 1974 and was always told by William F. Brewer that a revolution was going on.  The present article started as a dissenting class paper that I wrote for him.


Where and when did the "cognitive revolution" begin, accord​ing to the revolutionary myth?  Leahey wrote that the popularity of Kuhn's book, The Structure of Scientific Revolutions, meant that the thought of radical change - revolution - was in the air by 1970.  And the protests of the 1960s tried to smash "the intellectual crockery of Western civilization," adding to the sense of great change in psychology, a discipline so fluid that it seems always changing, if not ephemeral.  A revolution implies that some stable structure was replaced by a second stable struc​ture.  One can only wish that this was the case.  Nonetheless, there are several landmarks to which various writers point when wistfully describing the beginnings of cognitive psychology.


In 1948 there was a meeting, the Hixon Symposium on Cerebral Mechanisms in Behavior, which included a much-cited presentation by the great neuroanatomist and physiologist Karl Lashley on the problem of serial order in behavior.
  He argued, persuasively enough to be extensively quoted a half-century later,
 that chains of s-r or r-s or s-r-s units of the sort proposed by Hull and his followers, could not operate quickly enough to account for sequences of actions that comprise a rapid set of key presses ordinarily performed by pianists.  He also pointed to the neces​sity of contextual determinants of meaning, as in interpreting the heard word "right," and determining whether it was "right, rite, wright," or "write."  Such arguments constituted a chal​lenge to the s-r psychology of the day.


A second key date is September 11, 1956, at a Symposium on Information Theory at the Massachusetts Institute of Technology where Newell and Simon presented their ideas on computer simula​tion and Noam Chomsky criticized extant theories of language.  Recall also that 1956 was the year of publication of George Miller's classic "The Magical Number Seven" paper that urged the application of information theory to psychology.  John Anderson,
 did not refer to the cognitive revolution, but to the "reemer​gence" of cognitive psychology and added to these origins the early work by the English psychologist Donald Broadbent at Cam​bridge, who pioneered applications of the information-processing approach to perception and attention. 


The final stamp of "real existence" was applied in Ulrich Neisser's 1967 book, Cognitive Psychology.
  That book emphasized information processing interpretations of perception and atten​tion (six chapters) and language, memory, and thought (four chapters).  By 1990, the leading text was loaded differently, with a single chapter on perception and eleven on language, memory, and thought.
  In 1970 the journal Cognitive Psychology was founded.


"Cognitive Science" is a broader endeavor, including re​search from philosophy, linguistics, neuroscience, and artificial intelligence and its existence may be traced to the founding of another journal, Cognitive Science in 1976.  Anderson distin​guished cognitive psychology/science in a manner that shows the continuity of cognitive psychology and the mainstream form of behaviorism:
 

It is not profitable to try to define precisely the differences, but cognitive science makes greater use of methods such as computer simulation of cognitive processes and logical analysis, while cognitive psychology relies heavily on experimen​tal techniques that grew out of the behaviorist era for studying behavior.

And before all of this happened, in the 1940s and 1950s, there were signs of dissatisfaction and malaise and unhappiness - "amorphous disquiet about psychological theory," a condition that seems perennial.  The 1960s was the time of Kuhn's revolutions and revolution is what many told us occurred.  But did it? 

tc  \l 1 "No Revolutions in Psychology 
# "No Revolutions in Psychology
   

The history .the romantic drama of revolution in the history of American psychology is a plausible but danger​ous myth...

Save for Wundt's founding of psychology, revolution in psychology is a myth.

But we need not assume that Kuhn is good philosophy of science...


Countless textbooks, articles, and graduate theses and dissertations accept stories like Anderson's on faith, just as Anderson accepted it himself.  Yet, it takes little investigation to find the truth - there was no cognitive revolution.  Leahey
 documented the recent history of psychology and showed clearly that no revolutions occurred.  As he began:

There is a story of the development of American psychology widely told and widely repeated.  In the beginning - 1879 - psychology was born as the science of mental life, studying consciousness with introspection.  Then, in 1913, the dominance of introspection was challenged and shattered by the rude and simplistic behaviorists, who slew the science of mental life and replaced it with the science of behavior, creating a decades-long rule of behavior study and behavior theory.  However, in 1956 a new revolution began, its makers waving the banner of cognition...After two decades of struggle...behaviorism was defeated, or at least repressed, and the rule of information-processing cognitive psychology began.  Today, we stand perhaps on the threshold of a new revolution, as the young warriors of connectionism challenge the aging stalwarts of information processing...

This is the story, "full of sound and fury," but entirely mythi​cal, in Leahey's opinion.  And, in this matter, Leahey is abso​lutely correct.  There was change during the 20th century, but it was far from revolutionary.
 Leahey argued that "revolution" has meaning only in Kuhn's terms,
 so that a "paradigm" is replaced by another.  For this to occur, there must exist "normal science," carried out by workers adhering to a common paradigm.  There must then be anomalies that become increasingly numerous and progressively harder for the paradigm to deal with.  A rival paradigm must then arise and, after struggle, replace the old one; the masters of the old paradigm then typically drop out, becoming department heads and deans.  While this occurs, researchers are aware that a revolu​tion is occurring.  Did anything like this occur in psychology?  Did it occur in 1913?  Did it happen in 1948 or 1956?  Or ever?


Leahey showed that no revolutions have occurred, partly be​cause no real paradigms have existed to allow the conducting of "normal science."
  That is, the "study of mental life" of the 1890s was by no means a paradigm.  "Introspection," for Wundt, was not the armchair examination of consciousness of William James - Wundt really meant the scientific study of sensation and perception, with verbal reports playing a very minor role.  The Würzburg researchers, as well as Titchener, viewed introspection very differently, as the retrospective description of the "inde​scribable," the imageless thoughts/conscious attitudes they found.  All studied "consciousness," but there was no shared paradigm nor a shared definition of basic terms used.


  In fact, Leahey argued that no one defended the definition of psychology as "the study of consciousness" at the APA meeting in 1910.  And what the advent of behaviorism did shortly after was "revolutionary" only in its insistence that psychology be broadened to include animals, children, and the abnormal/clini​cal.
  Even if the imageless thought findings could be viewed as constituting a crisis, as we proposed in Chapter 11, the behav​iorists did not ameliorate things.  So there was no behavioral revolution, but what of the cognitive revolution of the later 20th century?  Leahey quoted a French writer's opinion:
 

The theme of a cognitive revolution in psychology, which borrows its terminology from the theory of scientific revolutions of Kuhn, has today become banal.


How can that be?  Was there no cognitive revolution?  Lea​hey's teachers told him that there was, leading him to construct a dissenting argument, a task that was not difficult.  That is because there is less truth in the tale of the cognitive revolu​tion than in that of the behaviorist revolution.  In Wundt's laboratory, the study of sensation, perception, and attention was effectively a behavioral enterprise, as we found in Chapter 11.  Twentieth-century American behaviorists carried on this tradi​tion, adding hypothetical mediating mechanisms by the 1940s and 1950s - Hull's internal r-s chains were the prototype of later mediational behavioral mechanisms.  


Before and after this period, there were debates about the nature of these internal mechanisms.  Are they intervening varia​bles, like "honesty," useful in ordering data but having no real physical existence?  Or are hypothetical constructs allowable, so that "cognitive maps" have real counterparts in the brain?  Or was Skinner right and are we better off without any mediating entities?  Such squabbles may be seen as part of "normal science," but in Kuhn's original vision such debates occur when there is no paradigm, in the preparadigmatic stage of a science!  That means that in the 1940s and 1950s there was no paradigm to topple, behavioral or other.

tc  \l 1 "How Many Cognitive Psychologies?
                       # "How Many Cognitive Psychologies?   


Examination of late 20th-century textbooks dealing with "cognitive psychology," "human cognition," "cognitive science," and the like, quickly reveals that there are many, many varieties of cognitive psychology and very little agreement about exactly what may be its domain.  And there is always disagreement about whether the latest "revolution" is more than transient. One of the greatest mistakes we can make is to accept the argument that the behaviorists were superseded and defeated during the "cogni​tive revolution."
  


One might ask whether there even exists a coherent dis​cipline that could be called "cognitive psychology."  Examina​tions of textbooks on cognitive psychology are very instructive.  White
 examined the studies cited in seven popular cognitive psychology textbooks.  There was a total of 3,200 references and only 19 were included in all seven texts.  What of those cited by four of the seven texts?  That total was 144 items, again a small number.  Two years before he had examined the references in eight human memory textbooks, finding that of a total of 3,500 refer​ences, only 10 were cited in all eight books.  A "whopping 80%," or 2,800 references were cited by only one of the books.  White concluded that if less than 1% of the references appear in all the textbooks, there is far from unanimous agreement on the fundamentals of cognitive psychology.


He also noted that one set of authors,
 celebrating the suc​cess of cognitive psychology, seemed pleased to find two articles on attention published in the same book and featuring a total of 72 references, with no reference appearing in both papers!  Why would anyone be pleased?  Is there so little consensus on the subject of attention?  White quoted Endel Tulving, a well-known memory researcher, who commented on his field:

After a hundred years of laboratory-based study of memory, we still do not seem to possess any con​cepts that the majority of workers would consider important or necessary.  If one asked a dozen or so randomly selected, active memory researchers to compile a list of concepts without which they could not function, one would find little agree​ment among them, particularly if one excluded terms referring to experimental operations and data.  Similarly, if one compares different text​books of memory, one discovers that there is little overlap among their subject indexes.  It seems that important concepts of one author can apparently be dispensed with by another.


One would assume that an academic discipline is identified partly by the existence of a common literature - experimental findings and theoretical papers - that everyone in the discipline knows and cites.  Yet, that seems not the case in cognitive psy​chology.  Best
 cited other evidence that supports White's conclu​sions.
 An analysis of citations in second editions of five cognitive psychology textbooks published between 1985 and 1988 found, coincidentally enough, that just 19 publications were cited in all five texts.  And, as White had found, 80% of the articles cited appeared in only one of the textbooks.  Best concluded that cognitive psychology has not "assumed the status of a normal science."
  Well, if only 20% of the subject matter appears in more than a single textbook, who could disagree?

How Many Behaviorisms?


While there are as many “cognitive psychologies” as there are textbook writers, there are really only two “behaviorisms.” 
 Methodological behaviorism is the kind most often described and criticized by outsiders - it has never been characteristic of  B.F.Skinner’s thinking.  Radical behaviorism is very different and that is the name of Skinner’s view.    


In 1945 Skinner published a piece
 on the operational analy​sis of terms in which he attacked the prevailing logical positiv​ist philosophy of science, which had produced what he called methodological behaviorism.  This is the view that there is a distinction between public and private events and that psychology (to remain scientific) can deal only with public events.  This is the "arid philosophy of truth by agreement;" something is real if at least two observers agree.  Methodological behaviorism leaves the mind to philosophers.


You will frequently read or be told that Skinner held the views of the methodological behaviorists and "wouldn't let us study the mind because it is unscientific."  That is absolutely false.  Indeed, Skinner presented his own position, radical behav​iorism, in contrast to methodological behaviorism!  Radical behaviorism is Watsonian, in that it does not distinguish between private and public events.  It treats "seeing" as an activity similar in kind to walking.


Skinner surely did not deny the existence of private experi​ence, any more than did Watson, but he did deny the mind/body dualism of the mentalists and the methodological behaviorists.  Thinking is something that we do, just as walking is something that we do and we do not think mental thoughts any more than we walk mental steps.  That part of the world within our bodies is difficult to describe because society has a difficult time teaching us to name it.  How can a parent, who tells us that a ball is "blue," tell us that we have a stomach ache?  The parent must assess public accompani​ments, such as swellings or wounds, collateral behavior, such as wincing or crying out, verbal reports established by past teach​ing, when questions like "where does it hurt?" are answered, and metaphors in verbal reports, such as sharp pains or dull aches.


There is no "inner world," any more than there is an "outer world."  But we are raised to believe that there are two worlds and part of the cause of that is our language.  That is why Skin​ner was so interested in etymology.

tc  \l 1 "The Behavioral Unit                                         # "The Behavioral Unit   


Skinner published two papers outlining his strategy for the discovery of order in behavior, without resorting to the convenient intervening variables of other psychological theories.
  These papers are as difficult for most readers as any that could be encountered and lay the plan for the analysis of behavior in the positivist manner of Ernst Mach.  But they also propose a defini​tion of the "unit of behavior" that bears striking similarity to the Gestaltists' definition of the natural units of experience.  Skinner argued that the level of analysis need not be molecular, as Hull and mainstream psychology has held, nor molar, in the specific form that Tolman proposed.  


Skinner's rejection of the traditional alternatives and his proposal of a new molar unit has almost always been misunderstood and, a half century after Skinner first made his proposal, it seemed that he also misunderstood what he had written!  Indeed, Malone
 and Staddon
 both pointed out, as have others, that he tended to favor molecular interpretations, despite his early argu​ments against them.  This inconsistency provided difficulties for those who accepted the early arguments and who viewed Skinner as the chief proponent of that view.  The earlier view has great merit and has influenced many; we will examine it below. 

tc  \l 1 "The Concept of the Reflex\: A Gestalt Conception?            # "The Concept of the Reflex: A Gestalt Conception?   


The 1931 paper traces the history of the reflex from De​scartes' time to the present, showing that many superfluous proper​ties were dropped over the centuries.  For example, in Descartes' original treatment of the reflex, animal spirits were assumed to travel to the muscles and fill them, causing their swelling and consequent shortening.  This change in length forced a movement of the limb to which the muscle was attached.
  


When Schwammerdam showed that muscles do not expand when active, that theory was abandoned.  But other unnecessary proper​ties remained and, as late as the 19th century, there was debate about a vis nervosa, or "life force of the nerves."  The great physiologist Friedrich Goltz proposed a "soul of the spinal cord" that governed reflex action.  Finally, the neuron doctrine was adopted during the 20th century and the evidence for the synapse and the reflex arc seemed sufficient - no "vis nervosa" was neces​sary.  But were the neurons of the reflex arc itself really neces​sary?  Was the physical arc yet another superfluous property?


Skinner argued that the reflex arc was indeed superfluous and misleading and that the discovery of many reflexes had occurred decades before the discovery of the first reflex arc.  The Gestal​tists' "wholes" and "relationships" did not require specific ele​ments as their bases - the relationship that is the reflex also requires no particular physical basis. When we get down to it, the reflex is as conceptual as is the Gestalt.  And the concept of the reflex is that of a particular kind of correlation between classes of stimuli and responses.  But, just as the Gestalt is not any whole, the reflex is not any correlation between stimulation and responding.  There are rules for the discovery of reflexes that tell us when we have isolated one.  Further, the discovery of a reflex is an explanation for a part of our behavior.  In fact, we will see that all reflexes are cut from the same cloth, whether they have known underlying neural arcs or not.  All reflexes are correlations among classes of stimulation and classes of response.

tc  \l 1 "The Discovery of Reflexes
# "The Discovery of Reflexes  


Few of us realize that "real" reflexes, those for which there is an acknowledged neural path, were originally discovered by observing overt behavior.  If we repeatedly stimulate a dog's side, it shows the scratch reflex and if we shine a light into an eye we elicit the pupillary reflex.  But how do we know whether we have isolated a reflex or a combination of reflexes?  If I attempt to push you over, you "automatically" maintain your upright position because of the postural reflexes that are provoked - this is a set of coordinated reflexes, not an individual reflex. 


We seek the individual reflex and Skinner's argument for the isolation of these units is the heart of his plan for the analysis of behavior.  It also differentiates his theory from the simple mechanistic theories of cognitive psychology and the old behavior​isms of Hull and others.

tc  \l 1 "The Criterion of Orderly Change
# "The Criterion of Orderly Change  


The arguments in the 1930s papers are difficult and the pre​sentation makes understanding no easier.
  For present purposes, let us say that Skinner argued for a particular definition of stimuli and responses as classes and that those classes are defined at the level where orderly covariation appears.  In the simplest case, I find that your pupil constricts when I shine a small light toward your eye, but when the light is very intense or very weak the effect is less predictable.  You may not respond to the weak light and the strong one may make you flinch and blink.  But there is a range of intensities of stimulation that produce reliable pupillary constriction and that produce reflex fatigue, a refracto​ry phase, and other manifestations of the dynamic laws that define reflexes.  If we find that a minimum threshold of stimulation must be exceeded to produce a response, then one of the static laws of the reflex holds.


Static and dynamic laws refer to characteristics of reflexes that appear with a single elicitation or with repeated stimula​tions.  When the laws apply and the data are orderly - the "curves are smooth" - we have properly defined both the stimulus and the response classes.  "Reflex" means "orderly" and the order obtains among classes of stimuli and responses.

tc  \l 1 "Larger Units
# "Larger Units   


The same method applies to the discovery of conditioned re​flexes - the same static and dynamic laws apply, plus two new dynamic laws - the laws of conditioning and of extinction of Type S.  This allows me to explain much more of the behavior of my subjects, but still restricts me to behaviors that can be elicited by a stimulus.  These are respondents and were all that Watson, Hull and others considered.  


But Skinner felt that a great deal of behavior occurs in the absence of identifiable stimuli and so cannot be shown to be sub​ject to static laws.  "Spontaneous" behavior is not elicited, but it can still be shown to be reflexive by appealing to the dynamic laws.  Shortening a long story, he argued that we find that such behavior is influenced by its consequences, which we can manipu​late.  Thus, the law of conditioning of Type R and the law of extinction of Type R serve as dynamic laws to help us identify the unit of spontaneous behavior, the operant.  As long as orderly changes occur as we vary consequences, such as by using different reinforcement schedules, we may know that we have extended the concept of reflex orderliness to the level of freely-occurring behavior.

tc  \l 1 "Stimulus and Responses Classes
# "Stimulus and Response Classes   


If reflexes, conditioned reflexes, and operants all follow the reflex model, they are all correlations - among stimulus and re​sponse classes in the case of the reflex and CR, while the operant is a class of behaviors that depend upon similar consequences.  And the membership of these classes may not be obvious - we discover those behaviors which constitute a class just as the Gestaltists discovered their units.


For example, a rat 's lever presses are reinforced with food and we find that the "response" that is strengthened is indeed a class, including any method the rat may use to press the lever.  It may use forepaws, snout, hind foot, or tail and the consequence is the same.  Hence the whole class of behaviors - "whatever depresses the lever" becomes more frequent.  Similarly, when someone asks me whether I want to be left alone, I may answer, "yes," "right," nod my head, or do other things, all of which have the same effect.


An early researcher, Robert Wahler,
 presented data gathered from the observation of children over several years and reported that changes in the frequency of a given behavior were often accom​panied by changes in other behaviors that did not seem obviously related to the first.  He referred to this as evidence for "clus​ters," of behaviors, which is another way of saying that the re​sponse class may be composed of behaviors that are topographically quite different.  Years later Wahler realized that his "clusters" were what Skinner had meant by "classes."  He referred to Skinner:
 

Additionally, members of the response class may or may not be topographically similar; overt similar​ity among the individual members of the response class is not a necessary requirement.  What is important is that a systematic relationship be​tween environmental contingencies and changes in the frequency of member responses be demonstrated.

tc  \l 1 "The Empirical Law of Effect
# "The Empirical Law of Effect  


The law of effect is defined in a way that follows from the definition of stimulus and response classes.  The reader should not be surprised to learn that reinforcers are defined according to their effect and that anything may act as a reinforcer - or as a punisher - under the right circumstances.  If the consequent twinges of pain make me touch the wound to "see whether it still hurts," pain acts as a reinforcer.  The law is an empirical law.


This means that it is also a circular law, as critics have pointed out, but that objection has no force.  Skinner's whole "theory" is circular, from one point of view, since classes of stimuli and responses and reinforcers and punishers are all dependent on context and interdependent.  That is the case with all empirical generalizations.  Consider this.


The law of effect is circular since it specifies that some consequences strengthen operants, but operants are defined as classes of behavior that are modified by certain kinds of conse​quences which are found to strengthen operants.  We cannot define operant independently of reinforcement and vice versa.  Is that a problem?  Isaac Newton apologized for his inability to independent​ly define force, independent of mass and acceleration.  Nonethe​less, the usefulness of his system justified this and usefulness justifies Skinner's definitions of basic terms.  Consider a com​pelling example, taken from countless examples available.

tc  \l 1 "Treating Psychotics_
# "Treating Psychotics   


The power of behavioral methods in the treatment of mental patients was shown in the early 1960s, when Ayllon & Haughton reported their findings.
  Many patients in mental hospitals spend decades as "hopeless cases," unresponsive to psychotherapy or to drugs.  They often refuse to eat, to dress themselves, and to practice the most basic personal hygiene.  Ayllon and Haughton's subjects were diagnosed as chronic schizophrenics.


Their files showed them to be "subject to psychotic intru​sions," "out of reality contact," and suffering from "faulty ego identification."  Half of them refused to eat, even after tube and intravenous feeding and electroshock treatment.  When they ate, they were spoon-fed.  One patient had been fed in that way for 17 years!  How can one deal with such patients?


But consider the reinforcement contingencies, as Skinner would say.  Could it be that the attention accompanying feeding, dressing, and grooming was a reinforcer, more powerful than the food and other aspects of the situation?  Could that maintain the refusing-to-eat behavior?  They began a simple and effective procedure involving 32 patients.  Meals were available at a spe​cific time and access to the dining room was available for 30 minutes, after which the door was locked and the meal was missed.  At first meals were missed, of course, but soon patients began to enter the dining room, though they had not done so in years.  Two patients refused to cooperate and went without food for 7 and 15 days, during which time their health was closely monitored by the staff.  Eventually, they came to the dining all as well.


The 30-minute access was reduced to 20, then to 15, and finally to 5 minutes.  The change in the patients' behavior was a "revelation to the nurses," but it should not have occasioned great surprise.  Food acts as a reinforcer under many circum​stances, but so does attention and a careful examination of the lives of these patients showed that they were getting both.  Their passivity ensured attention and food.


The therapists later required that a penny be dropped in a collection can for access to the dining room and they even estab​lished some social cooperation behavior by requiring that two patients simulataneous press buttons for access to the room.  All but one of the 43 patients learned to do this.  All of this may seem like little improvement, but imagine the reaction of the staff charged with the care of the patients.


Two years later Ayllon & Azrin
 used a simple strategy to modify the eating behavior of 18 patients who refused to pick up and use cutlery - they ate with their hands.  In three months almost 100% success was achieved and all that was necessary was the implementation of specific contingencies.  Patients who picked up all three pieces of cutlery went on to the serving line, while those who did not were sent back to the end of the line awaiting trays and cutlery.  This meant a delay of five minutes or so, not a long time, but it was enough to establish the new behavior.


An elaborate treatment was reported in 1968
 and involved the famous "token economy," whereby reinforcers are arranged for socially-desirable behaviors.  Patients were female psychotics, many of whom had spent 20 to 30 years in the chronic schizophrenic ward.  Reinforcers included things deemed valuable by the pa​tients, including choice of sleeping room, use of a personal chir, a room divider, a 20-minute walk, a trip to town, and others.  All were "purchased" with metal tokens that were contingent on work done by patients.  A trip to town required 100 tokens, while a short walk cost only two, and so on.  The television set was coin-operated and access to the dining room was via a token-operated turnstile.


Some patients even worked outside the ward, serving food, typing, and cleaning, with each job paying 70 tokens a day.  Their work ceased when tokens were withheld, so freedom from the ward was not the sole cause of their volunteering for work.  Eventually 44 patients were participating - all suffered "severe psychosis," IQ scores were extremely low, verbal abilities were poor and average length of hospitalization was 16 years.  Yet, all but 8 improved, working as waitresses, clerks, janitors, and launderers.  All had been declared hopeless and were incapable of even the most rudimentary self care.  And what had been reinforced was passivity!

tc  \l 1 "Schedules of Reinforcement
# "Schedules of Reinforcement   


Such applications of the law of effect are impressive, but simple.  The manipulation of "contingencies," or arrangements of stimuli, response requirements, and consequences can do much more. Until the 1950s, psychologists were very unsuccessful in accounting for behaviors that spanned any appreciable time - it was risky enough to predict a rat's choices in a maze or the forgetting that a human subject might show after learning a list of words.  Ferster and Skinner
 were the first to show that the scheduling of rein​forcers could produce extremely reliable patterns of behavior that could be maintained indefinitely, often extending over an apprecia​ble fraction of the life of a subject like the rat or pigeon.  The rule by which reinforcers are delivered is a schedule of reinforce​ment.  Their book reports dozens of schedules that illustrate Skinner's departure from traditional psychological theories.


In many writings, Skinner pointed out parallels to simple reinforcement schedules in the everyday lives of humans and, in many cases, explained some puzzling aspects of human behavior.  To many readers, the explanations seem incomplete, since we still don't know why schedules produce the effects they do.  But the Experimental Analysis of Behavior (EAB) treats schedules as expla​nations themselves - they specify rules that account for behavior and to ask why the rule does that is to miss the point.  We are looking for rules, the "whys" will always elude us.  A complete discussion of reinforcement schedules is far beyond the scope of this chapter, but some examples can be given.   


A fixed-interval (FI) schedule specifies that reinforcement will be provided, given a response occurring after a fixed passage of time.  A fixed-interval one minute schedule provides reinfrce​ment after a minute has passed and a response occurs.  Such a schedule always produces a "scallop" pattern of responding, with a pause lasing from a third to half the interval and an increased rate of responding up to the time that reinforcement occurs.  One might think that practiced subjects would learn to wait until the interval has almost passed, but such is not the case.  This occurs no matter how many sessions are conducted and the pattern remains the same even if the interval duration is varied quite widely.  In a real sense, the "response" is this pattern, not each lever press or key peck.


It is often suggested that working for weekly or monthly pay, or the occurrence of exams at fixed times, exemplifies the FI  schedule, but this is not the case, since the delivery of pay does not depend on work done during the interval, at least not directly.  When does a behavior that occurs during an interval result in reinforcement after the interval ends?  Watching a pot that will eventually boil is one example, and looking down the street for a bus to come is another.


Variable-Interval (VI) schedules program reinforcement for the first response after some average period of time.  A VI one-minute schedule may include intervals ranging from a few seconds to sever​al minutes.  This produces steady, moderate rates of responding and such schedules are often used as a baseline to examine the effects of drugs or punishers.  In daily life, such schedules are rare in pure form, but trying to call New York on Mother's Day is a close case.  We frequently get busy signals or recorded messages, but there will be periods during which the line is open.  That time is limited and variable, so a variable limited hold is added.


Fixed-Ratio (FR) Schedules are more common and require that a specific number of responses be made before reinforcement is deliv​ered.  Subjects on such schedules behave similarly - each rein​forcement is followed by a pause that is followed by a high, steady rate of responding.  If the scheule value changes, say from FR 20 to FR 40, response rate stays the same and the pause increases.  We can easily find FR schedules in daily life, such as piecework pay.  We also find that neither human workers nor pigeons like FR sched​ules, despite the high response rates they maintain.  Humans tell us that they dislike them and pigeons will peck a key that turns off the FR key and stops the FR schedule!
  Of course, all the birds had to do was stop pecking the FR key - why turn it off?  Think about that and you will better understand reinforcement schedules.


Finally, for present purposes, variable-ratio (VR) schedules arrange reinforcement deliveries after a varying number of re​ponses.  VR schedules maintain fairly high rates of responding over very long periods, even when the ratio is a high one.  Animals invariably choose VR schedules over FR schedules, even when the FR pays off more often - they evidently weight the easily-gotten reinforcers more heavily than those less easily obtained.


And, surprise!  Slot machines pay off according to VR sched​ules and they certainly maintain behavior over long periods.  The "gambler's fallacy" is also apparent in video arcades, where a repetitive behavior produces images on a screen that appear accord​ing to a VR schedule.  The parallel is not exact - the pigeon receives food reinforcement, but those who feel that an unfathoma​ble gulf exists between human and beast are well advised to watch a pigeon pecking for food delivered on a VR schedule and then go to a video arcade.  You'll see the same phenomenon.


There are many, many other schedules of reinforcement and the reader is referred to other sources to find out about them.
  The excitement of the researchers of the 1950s is available to anyone who looks into schedules of reinforcement.  Rats, pigeons, honey​bees, cows, dogs, rabbits, children, and adult humans behave in the same ways on reinforcement schedules, unless language interferes.  That is, when adults are instructed to press a button, they "press," so that the pattern of responding is unaffected by the schedule in force.  But when given the same instructions that the rat, pigeon, or other animal receives, they respond as do animals.


Reinforcement schedules and the behavior they generate repre​sent examples of the correlations between "contingencies" and behavior that we seek.  They are not explainable in terms of any simpler, more complex, or vaguer principles, such as conditioned reinforcement, expectancies, or memory.  Subjects that can easily time a 20-second interval nonetheless put out thousands of re​sponses on an FI schedule, even after months of daily sessions.

tc  \l 1 "Concept Formation
# "Concept Formation  


A stimulus class need not be composed of simple and discrete elements - on the contrary, it may take the form of a concept.  That is, truth, beauty, edible object, noun-verb order, or "arti​ficial" may act as stimulus classes/concepts.  There is nothing mysterious about any of these terms and, as concepts, groups of particular instances are treated as classes, so that each particu​lar exemplifies the concept.


Take the concept of "truth."  For me, that includes all that I count as an aspect of my experience that has not been negated by other experience.  My concept of "people" includes whatever set of common characteristics according to which I classify individuals as people.  This can include bodily characteristics, as well as behavioral characteristics, such as the ability to use language.  How did I come by such concepts?  Following Plato, we could assume that I was born with a conception of people, so that when I en​counter an instance of this concept, it awakens whatever innate archetype I possess and I recognize an individual as a person.  On the other hand, my concept could arise from my training and educa​tion.  Since early childhood, I have been taught to consider some things to be people and other things, though they have arms and legs, are not people.  Which alternative is likely to be correct?


During WWII Skinner and his colleagues showed that pigeons were capable of learning fairly abstract concepts.
  The military had developed missiles for use against the Japanese, but a reli​able guidance system was lacking.  The Japanese had solved the problem by using a living guidance system - the kamikaze was essentially a missile directed by its human occupant.  Skinner proposed a living guidance system through the use of pigeons.


In the laboratories of General Mills in Minneapolis, pigeons were trained to peck a semiconductor screen, through which was visible a target projected on the wall.  A target could be a film of a Japanese ship, though a photo of an intersection in northern New Jersey was frequently used.  The pigeon was strapped in a harness with a gold tip on its beak and its pecks on a screen controlled the movement of a "missile," consisting of a table on wheels driven by small motors.  As the pigeon pecked the screen for occasional food, the mock missile moved across the room to the target.


Eventually, several pigeons were incorporated into the system to allow a "majority vote," in the event that more than one target appeared on the screen.  One pigeon might peck alternately at different targets and disrupt the missile's course.  As many as eight pigeons were sometimes thus employed.
  Skinner described the fate of the project, which was successfully demonstrated in Washington under difficult conditions.
  But work in New Mexico was receiving high priority, since it promised to eliminate the need for precise bombing.


Thom Verhave reported another interesting case of concept learning in pigeons while he was working at Eli Lilly, the pharma​ceutical company.
  In the manufacture of capsules for their drugs, Lilly relied on skilled women who sorted capsules as they passed along a conveyor belt.  Their pay was dependent on their skill in picking out faulty capsules, since later inspections could result in penalties for errors.  This seems an unenviable job, but it had its glamour - only skilled workers could spot the bad pills and novices could not.  It was "conceptual" work, since the concepts of "good" and "bad" capsule were learned only slowly.


Verhave quickly trained pigeons to do the job as well as and then better than the women sorters.  Pigeons were placed in a box by the conveyor, so that capsules were visible as they went by via a clear window.  The birds were fed occasionally for pecks when a good pill went by and they quickly learned the concept "good cap​sule."  Like Skinner's Project Pigeon, this method was never put into practice.  Public relations advisors pointed to the undesira​ble images that could be conjured up by competitors.  But Verhave and Lilly applied for a patent, which was denied.  A lawsuit against the Federal Patent Office challenging the denial brought a simple answer - you cannot patent a mental process.  Hence, the simple performances of the birds qualified as "mental activity."


Later Herrnstein and colleagues
 showed that pigeons easily learn the concept of "people," requiring only training in which key pecks are reinforced with food when slides including people are present.  Slides with no people or parts of people appear in ex​tinction.  The later report extended this finding to the concepts of trees, water surface, and a particular person, Cynthia Cable.  When shown a new slide in which Cynthia's face was covered by her hair as she adjusted a boot, the pigeons were not fooled, nor were they fooled when an imposter was dressed in Cynthia's clothes and placed in her apartment.  It appears that Plato was wrong, as least as far as pigeons are concerned.  And if pigeons quickly learn arbitrary concepts, why can't humans?


Oddly, the birds learned these concepts so quickly that Herrn​stein et al concluded that the birds must come with some readiness to learn what could be called "natural concepts."  So Plato was right!  But later work showed that pigeons quickly learn the con​cept of "fish,"
 though why this should be so is unknown.  Perhaps the original conclusion was the proper one. 

tc  \l 1 "Phylogeny and Ontogeny
# "Phylogeny and Ontogeny  


Skinner first clearly presented his position on heredity and environment in 1966
 and began with a quote from Blaise Pascal:

Habit is a second nature which destroys the first.  But what is the nature?  Why is habit not natural?  I am very much afraid that nature is itself only first habit as habit is second nature.

The French physicist was suggesting that the distinction between the effects of environment (habit) and heredity (nature) is mis​placed.  Rather than assume that habit replaces instinct, it is more "natural" to view habit as natural and nature as first habit.


This is Skinner's position.  He pointed out that behaviorists realize that much of behavior is inherited; we do not have to learn to pump our blood or digest our food.  Much of our other behavior is no doubt inherited too - but what does that mean?  Inherited behavior is commonly believed to have been selected in the course of evolution, chosen for survival value from a pool of behaviors and defined in terms of some unit, like the fixed action pattern.  It may take intermediate forms in successive genera​tions, as different gradations prove more useful and we should expect variation in behaviors (and structures) as selection pres​sures change.


But all of these aspects of genetically selected behaviors apply as well to operant behaviors "selected" during an organism's lifetime.  One need only substitute the expression contingencies of reinforcement for natural selection.  Thus, operants are chosen either by nature or by human design.  They are defined as a unit by the class of responses producing a common consequence and they come under the control of discriminative stimuli.  And when rein​forcement contingencies are altered, we find increased variation in operant behavior until the new contingencies select the final form of behavior.


Along these lines, critics have pointed to so-called "excep​tions to the laws of learning,"
 whereby animals trained for com​mercial purposes such as television and movies often showed spe​cies-specific behaviors that were disruptive.  For example, the almost-trained pig would begin rooting, instead of depositing garbage in a can.  Skinner noted
 that one bird in Project Pigeon came to peck at targets on the screen very rapidly and it also came to peck at its food so rapidly that it could not eat.  If this had not been noticed, the bird could have starved.  In this case the so-called misbehavior represented an intrusion of learned behavior on the innate behavior of pecking while feeding.


In these and other cases there is no point in trying to separate learned and innate behavior.  In many cases, such as aggression and courtship, there are varying contributions by innate and learned factors.  Selection takes place constantly and it took place in the history of our species.  This view became increasingly important to Skinner, though its usefulness is not universally appreciated.

Skinner on Etymology


Skinner was very concerned with language throughout his career, particularly with the effect wrought by word usage in creating a nonexistant “inner world” as a surrogate for the world we actually inhabit.  He pointed out that words and expressions that originally described things that we do came to refer instead to supposed inner states that “caused” behavior and experience.  In a 1989 article he enumerated instances of such changes in usage that helped to create a false “inner world.”


For example, to “grieve” originally meant to “bear a heavy burden.”  Over the years, people experiencing great losses were described as “grieving,” or being “in grief,” since they acted as though they were carrying a heavy burden.  Eventually, grief and grieving became names for internal states.  The list below includes other names for internal states that originated in descriptions of observable behaviors.

Word

Original referent in Observable Activity

want

lacking, something is "wanting"

need
under restraint or duress 

miss
something needed is missing 

sorry
weak form of "sore" 

resent
to feel again 

bewildered
as in a wilderness 

surprise

to seize or grasp 

astonished   
alarmed by thunder 

embarrassed   
barred from doing 

watch

to be awake 

aware

wary, cautious 

anticipate   
do other things beforehand 

solve

loosen, set free 

discover   
uncover 

detect

remove covering 

observe/regard
keep in view 

consider   
look at the stars until a pattern is seen 

contemplate  
look at a template or plan of the stars 

contrive  
see what we look for 

concentrate  
bring together 

discern
to separate 

distinguish  
mark by pricking 

define
mark ends, bounds (fini) 

determine
find where something terminates 

compare
see whether there is a match (par) 

speculate
look from different angles, as with a mirror 

cogitate
shake up 

conjecture
throw out for consideration 

ponder
to weigh (ponderous) 

deliberate
to weigh (Libra - scales) 

examine

to weigh (tongue of balance)

calculate

with pebbles (Pythagorean) 

decide

cut off, end 

emotion

movement, to be moved 

happy

lucky ("hap" = luck; cf hapless, mishap) 

glad

shining, bright 

sad

sated, as in filled with food and drink 

angry

trouble(d), commotion

tc  \l 1 "Selections On Radical Behaviorism
 #                     "Selections On Radical Behaviorism                 


Skinner's vision of radical behaviorism as a philosophy of science was first presented in 1945,
 as well as in a popular book, About Behaviorism.
  Little mention is made there of oper​ant conditioning as a theory of behavior and learning, though many concrete examples of applications of operant conditioning are informally given.  This book provides all that is necessary for an understanding of behavior analysis even for those readers who will never try to understand an article published in The Journal of the Experimental Analysis of Behavior.  But the book is a bear to read - though it seems to be simple and clear prose, it is as thick as pea soup.  It is really a book of insightful and profound statements, embedded in background "wallpaper" prose.  It is a book of aphorisms.


Anyone who reads Skinner knows that his writing is decep​tive.  It reads like a novel or even a magazine article, yet if one stops at midpage and asks, "what have I just read?", the answer is often elusive.  Skinner was a very careful writer, who honed his prose down, so that a page was reduced to a paragraph and, where possible, to a sentence.  Some Skinner sentences should take as long to read as does a page of lighter stuff.


But he is worth the effort, because some of his ideas are excellent and well put.  The trouble is that they are often embedded in less lofty, "ho hum," prose that might be better deleted.  This means that Skinner, like Francis Bacon and Frie​drich Nietzsche,
 may better be appreciated in aphorism form.  The best of his writings that lends itself to this form is About Behaviorism, aimed at a popular audience, but containing the gist of his doctrines.  The aphorisms below are chosen from that book and appear with commentary and the page numbers from whence they came.  They begin with comments about private experience, something that the methodological behaviorists ruled out of psychology.

tc  \l 1 "Private Experience
# "Private Experience   


What are the causes of our behavior?  If they are not the stimuli of S-R psychology, one might think that they are mental causes.  They are not that either - we need to find the actual causes and they are not discrete stimuli or thoughts.  The problem is that it may feel to us like thoughts cause actions, but thoughts are themselves actions.  The real causes of both private and public actions lie in our histories and present contexts and they are difficult to sort out. But if we forget about causes and remain purely descriptive, as some anthropologists do, we find that we tacitly accept the most primitive explanations.

11
The person with whom we are most familiar is ourself; many of the things we observe just before we behave occur within our body, and it is easy to take them as the causes of our behavior.

13 
*(MISSING LINE?) .refusing to look at causes exacts its price... Structural​ism and developmentalism do not tell us why customs arefollowed, why people vote as they do or display attitudes or traits of character...When explanations are demanded, primitive cultural practices are attributed to "the mind of the savage," the acquisition of language to "innate rules of grammar,"...

Hull, Tolman, and the many other methodological behaviorists were disingenuous in rejecting mental stuff.  In fact, though they ruled it out of court, they were worse than cognitive psycholo​gists when it came to belief in magical "minds."  The fact is that private experience must be included, just as "mind" is excluded.

17
Most methodological behaviorists granted the existence of mental events while ruling them out of consideration.  Did they really mean to say that...feelings and states of mind were merely epiphenomena?...Freud's demonstration of the unconscious, in which an awareness of feelings and states of mind seemed unnecessary, pointed in the same direction...Must all this (private experience) be ignored because it cannot be studied objectively?


Radical behaviorism is different from and a great improve​ment over both mentalism and methodological behaviorism.  Skinner saw it as remedying the defects of both.

18
Mentalism kept attention away from the external antecedent events...by seeming to supply an alternative explanation.  Method​ological behaviorism did just the reverse...it turned attention away from self observation and self knowledge.

Radical behaviorism restores some kind of balance.  It does not insist on truth by agreement and can therefore consider events taking place in the private world within the skin.  It does not call these events unobservable and it does not dismiss them as subjective.  It simply questions the nature of the object observed and the reliability of the observations...what is felt is not some nonphysical world of consciousness...but the observer's own body.

20
To spend much time on exact redefinitions of consciousness, will, wishes, sublimation, and so on would be as unwise as for physicists to do the same for ether, phlogiston, or vis viva.

24
A small part of the universe is contained within the skin of each of us.  There is no reason why it should have any special physical status because it lies within this boundary...

tc  \l 1 "Talking to Oneself and Eating to Oneself
# "Talking to Oneself and Eating to Oneself  


We have no difficulty using the expression, "I was talking to myself," or "thinking to myself," referring to covert activity - things that happen inside my skin and that others cannot see unless I tell them or give myself away through my actions.  But how about this, can I say that "I am eating to myself?"  Why not?

32
I am hungry" may be equivalent to "I have hunger pangs"..."I am eating actively"..."It has been a long time since I have had anything to eat"..."I feel like eating"..."I have felt this way before when I have started to eat"..."I am covertly engaging in behavior similar to that involved in getting and consuming food"..."I am fantasying eating"..."I am thinking of things I like to eat", "I am 'eating to myself'.

 tc  \l 1 "The Social Origin of Private Experience
# "The Social Origin of Private Experience  


All that we know about our private experience comes from the teaching, not necessarily explicit, of the society in which we live.  And that society hasn't a clear idea what our experience is.  It has to rely on clues that it can see and hear and touch - what Romanes called "objective inference."
 

35
Self-knowledge is of social origin.  It is only when a per​son's private world becomes important to others that it is made important to him...A person who has been"made aware of himself" by the questions he has been asked is in a better position to predict and control his own behavior.


There is an old principle that nothing is different until it makes a difference, and with respect to events in the world within the skin the verbal community has not been able to make things different enough.  As a result, there is room for specula​tion, which over the centuries has shown the most extraordinary diversity <as various descriptions of mind>.

tc  \l 1 "Natural Selection and the Nominal Fallacy
# "Natural Selection and the Nominal Fallacy   


Skinner opposed expla​nations in terms of reflexes or instincts, simply because he felt that they explained nothing, but only named.  Naming is not ex​plaining, which is why it is called the nominal fallacy.  But evolutionary theory was clearly the model for both species-typical behavior and for operant behavior as well.
  For the last thirty years of his life, Skinner became increasingly sure that variation and selection of behaviors was the key, just as it is in the origin of species.

38
.a reflex...is not an explanation.  To say that a baby breathes or suckles because it possesses appropriate reflexes is simply to say that it breathes or suckles, presumably because it has evolved in such a way that it does so.

41
Selection is a special kind of causality which is not prop​erly represented as a force or pressure.  To say that there is "no obvious selection pressure on mammals that explains the high level of intelligence reached by primates" is simply to say that it is hard to imagine conditions under which slightly more intel​ligent members of a species would be more likely to survive.

42
Contingencies of survival are more easily imagined...if the contingencies prevail over long periods of time.  Conditions within the body...and some features of the external environment, such as the cycles of day and night, or the seasons, or tempera​ture, or the gravitational field, are long-lasting.  And so are other members of the same species, a fact which explains the prominence given by ethologists to courtship, sex, parental care, social behavior, play, imitation, and aggression.


But plausible conditions of selection are hard to find in support of such an assertion as that "principles of grammar are present in the mind at birth," since grammatical behavior can hardly have been sufficiently important for survival, for a long enough time, to explain its selection.

tc  \l 1 "The Subject Matter is Always Activity
# "The Subject Matter is Always Activity   


Operant behavior is best viewed as action - selected, shaped, and strengthened by contin​gencies.  For some people, this is a difficult conception - it is easy to conceive thinking as action, but mustn't there be images or other "materials" to be stored and retrieved?  Recall Munster​berg's comment about those who want memories stored.

50
What has evolved is an organism, part of the behavior of which has been tentatively explained by the invention of the concept of mind.

51
Important consequences of behavior which could not play a role in evolution because they were not sufficiently stable features of the environment are made effective through operant conditioning during the lifetime of the individual...


We must keep explanations outside the organism, a hard task indeed.  A good reason to do so is illustrated when we ask our​selves why we salivate to good tastes and why we pull our hand off the hot stove burner.  Easy questions, you think?  A fresh corpse pulls its hand from a hot plate - because it hurts?

52
.a susceptibility to reinforcement is due to its survival value and not to any associated feelings...A person may report that a substance tastes good, but it does not elicit salivation because it tastes good.  Similarly, we pull our hand away from a hot object, but not because the object feels painful.  The behav​ior occurs because appropriate mechanisms have been selected in the course of evolution.  The feelings are merely collateral products...

53
.the human species, like other species, is powerfully reinforced by sugar, salt, and sexual contact.  This is very different from saying that these things reinforce because they taste or feel good.


The excerpt above shows that Skinner found it difficult to follow his own advice and is only one of a series of examples that appeared regularly over the years.  It is difficult even for Skinner to be a Skinnerian and follow the rule that "behaviors are reinforced, not organisms."

tc  \l 1 "Skinner on Motives and Emotions
# "Skinner on Motives and Emotions  


Recall Aristotle's wise analysis of love, happiness, and the like, as patterns of action extended over time.  Thus, to understand "love," one must refer to behavior over days, weeks, months, and years.  It is not simply an emotion that may be acutely evoked.  Skinner agreed, though he never realized it.  He also saw such entities as action, not states of mind.  

54
The statement "I love my wife" seems to be a report of feelings, but it also involves a probability of action.  We are disposed to do to a person we love the things he likes or loves to have done...to "love" is to behave in ways having certain kinds of effects, possibly with accompanying conditions which may be felt.

56
I miss you" could almost be thought of as a metaphor based on target practice, equivalent to "My behavior with respect to you as a person cannot reach its mark" or "I look for you and fail to find you.

tc  \l 1 "Taking the Long View
# "Taking the Long View  


It is almost never the case that what we do is elicited by present stimuli.  Our history/context is far more important and knowledge of its influence is absolutely essential in understanding our actions and their causes.
  Just as we under​stand love and honor as patterns of activity over time, we must take the long view of learning, memory, perception, and everything else.

59
But the conditions which determine the form of probability of an operant are in a person's history...they are easily over​looked.  It is then easy to believe that the will is free...The spontaneous generation of behavior has reached the same stage as the spontaneous generation of maggots and micro-organisms in Pasteur's day.

60
Like 'idea,' 'will' is used almost interchangeably with behavior...A willingness is a readiness or likelihood.  A health authority has said that the important thing in maintaining a regimen of exercise or diet is will power; all he means is that the important thing is that a person continue to exercise or diet.

tc  \l 1 "Homesickness, Hitler, and Gambling
# "Homesickness, Hitler, and Gambling   


It is possible, albeit not completely satisfying, to account for many states of mind and motivational conditions solely in terms of environment and contin​gencies of reinforcement.  And such an account does seem to apply to many cases, from Hitler's behavior to the prevalence of gam​bling.

65
The behavior of the homesick, forlorn, lovelorn, or lonely is commonly attributed to the feelings experienced rather than to the absence of a familiar environment.

66
The condition is sometimes called "abulia," defined as a lack of will power, or a neurotic inability to act, and this is often cited as the source of the trouble, in spite of the fact that the (FR) schedule produces a similar effect in a wide range of species.

It is said that Hitler prolonged the Second World War for nearly a year "by an incredible exercise of will power..." but his behavior...can be plausibly attributed to an extraordinarily favorable program...in which each of a series of reinforcing successes required an increasingly greater amount of effort.

(hence, a kind of VR schedule)

67
All gambling systems are based on variable-ratio schedules of reinforcement, though their effects are usually attributed to feelings...excitement...sense of mastery, to dominate, to win - in spite of the fact that gamblers almost always eventually lose.

 ...His behavior is "abnormal" in the sense that not everyone has been exposed to a program through which a highly unfavorable ratio is made effective.  The same variable-ratio schedule af​fects those who explore, prospect, invent, conduct scientific research, and compose works of art, music, or literature...

79
.operant reinforcement is effective quite apart from any ultimate gain, as the negative utility of gambling abundantly demonstrates.

Sensation & Perception   


Like Thorndike before him, Skinner viewed sensation and perception as activities and his treatment brings to mind Thorndike's subsidiary laws dealing with selective attention and set.
  And, like Thorndike, Skinner was quick to emphasize the influence of heredity in sensation and perception.  

...the genetic endowment of the species plus the contingencies to which the individual has been exposed still determine what he will perceive.

For example, perception is in a sense purposive or intentional.  A person is not an indifferent spectator soaking up the world like a sponge.

83
.a person who has been driven over a route as a passenger cannot find his way as well as one who has himself driven the route...Animals carried about in a given setting do not then move about in it as well as animals who have already moved about.  Both have been exposed to the same visual stimuli, but the con​tingencies have been different.

84
Level of deprivation makes a difference; one mistakenly "hears the telephone" if a call is important...In other words, a person sees one thing as something else when the probability of seeing the latter is high and the control exerted by the former is low.

Radical Behaviorism and the Brain  


During the 19th and 20th cen​turies the brain gained almost supernatural aspects, as the most complex, intricate marvel in the universe.  Similar status could well be extended to structures nearly as marvelous, like the brains of apes, dogs, and fish, but those brains are usually thought to lack the attribute that interests us no end - the mind.  And during the 20th century, if not during the 19th, the brain and mind became synonyms.  This is strange, particularly if the brain is still viewed as an organic copying machine!  Here is what Skinner thought of it and of reality and of the copy theory - there is more than a passing resemblance, once again, to the theory of belief of John Stuart Mill and to Helmholtz's adapta​tion, the unconscious inference.  Skinner never made the connec​tion, a pity, since it historically situates his view and gives it added plausibility lent by familiarity.  

86
The brain is said to use data, make hypotheses, make choices, and so on, as the mind was once said to have done.  In a behavioristic account it is the person who does these things.


The copy theory of perception is most convincing with respect to visual stimuli.  They are frequently copied in works of art...and hence it is not difficult to imagine some plausible system of storage.  It is much less convincing to say that we do not hear the sounds made by an orchestra, but rather some inner reproduc​tion.  Music has temporal patterns and only recently have copies been available which might lend themselves to a mental metaphor.  The argument is wholly unconvincing in the case of taste and odor, where it is not easy to imagine copies distinguishable from the real thing...

Don't We See Images?   


What do we see, if not copies?  In particu​lar, how do we imagine, which means to see or hear or smell some​thing that is not present?  How do we deal with fantasy, imagina​tion, and dreaming?  Remember what Perry, Holt, James, and Watson said about that
 and what Skinner had to say makes more sense.


And consider this - how has television, or even illustrated books, stifled our imaginations?

91
When a person recalls something he once saw, or engages in fantasy, or dreams a dream,..is he then not seeing a copy?...He is simply doing in the absence...some of the things he did in its presence.  

92
Technology has made it much easier to see things in their presence and hence has reduced the chance to see them in their absence.  Two or three generations ago a child read, or was read to, from books with few or no illustrations; today he watches television or reads books with colored pictures on every page, and he is therefore much less likely to acquire a repertoire of seeing under the control of verbal stimuli.

94
There are many ways of getting a person to see when there is nothing to be seen, and they can all be analyzed as the arrange​ment of contingencies which strengthen perceptual behavior.

95
It is only when we ask how either the world or a copy of the world is seen that we lose interest in copies.


Skinner was not the first to point out the ill effects of visual media - the fact that we lose our ability to imagine when stock illustrations fill all of our books.  It is likely that the imagination - the "seeing" and "hearing" things not present - was even greater when books were unavailable:
 

Examples abound of the power and precision of memory in the middle ages, when a scarcity of books made imagery, particularly religious image​ry, a crucial reference.  This was true not only in cultivated circles, where the memory was sharp​ened by long training, but also among the common people, as is shown by court testimony.  The most personal aspects of private life drew on memories that combined the fruits of study and experience with the oral traditions of the social group.

tc  \l 1 "Verbal Behavior\: Language as Function
# "Verbal Behavior: Language as Function  


Noam Chomsky, a famous linguist of the mid 20th century, never grasped Skinner's views on language, blinded as he was by a vision of "the behaviorist" viewpoint - which was actually Hull's, not Skinner's.  In 1959 he critiqued Skinner's Verbal Behavior, which had come out two years before.
  What is language but verbal behavior?
  Just as "talk​ing" was more than words for Watson, verbal behavior is more than "verbal" for Skinner.  It includes anything that could be called communicative and so could be a word, a chess move, or a right hook to the jaw.  And we can talk to ourselves, of course, not as a surrogate for thinking, but as speaker to listener.  Skinner wholeheartedly agreed with James' thesis that we are many differ​ent selves and that these selves can communicate with one another.  What are communicated are meanings of course, and meaning is more than a cluster of associations.  It has to be, because there really are no associations!  Meaning is a complex interaction among environments and behaviors and dictionaries do not provide meanings.  When we look up a word in a dictionary, it gives us only other words.  The following aphorisms appear to be as straightforward as can be, but they have proven unbelievably difficult for psycholinguists to understand.
 

99
.verbal behavior is behavior.  It has a special character only because it is reinforced by its effects on people - at first other people, but eventually the speaker himself.  Different verbal communities shape and maintain different languages in the same speaker, who then possesses different repertoires having similar effects upon different listeners.

102
There are no meanings which are the same in the speaker and listener.  Meanings are not independent entities...dictionaries do not give meanings...We must come to a dictionary already "provided with meanings."

109
Until fairly recently, linguistics and literary criticism confined themselves almost exclusively to the analyses of written records.  If these had any meaning, it was the meaning for the reader, since the circumstances under which the behavior had been produced by the writer had been forgotten, if they were ever known...By dividing such records into words and sentences without regard to the conditions under which the behavior was emitted, we neglect the meaning for the speaker or writer, and almost half the field of verbal behavior therefore escapes attention.

112
A great deal has been made of the fact that a child will "invent" a weak past tense for a strong verb, as in saying "he goed"...he has created a new form.  But we do not speak of "creation" if, having acquired a list of color words and a list of object words, he for the first time says "purple automobile."  The fact that the terminal "-ed" suggests "grammar" is unneces​sarily exciting.

tc  \l 1 "The Trouble With Mentalism
# "The Trouble With Mentalism    


After all this, we may still wonder what is "inside us."  How do we seem to have "inner" experience, and faculties like attention and thinking?  How did Skinner deal with what has always been "mental life?"  I am afraid that inner experience is a fraud, a conclusion that should not alarm us.  Wundt and (even) Titchener did not view experience as "inner," nor did James, Perry, and Holt.
  Why should any of us be doomed to believe in the ghost-and-puppet that Plato and Descartes envi​sioned?

113
In mentalistic formulations the physical environment is moved into the mind and becomes experience.  Behavior is moved into the mind as purpose, intention, ideas, and acts of will.  Perceiving the world and profiting from experience become "general purpose cognitive activities," and abstract and conceptual thinking has sometimes been said to have no external referent at all.

114
.if a behavioristic interpretation of thinking is not all we should like to have, it must be remembered that mental or cognitive explanations are not explanations at all.


The present argument is this: mental life and the world in which it is lived are inventions.  They have been invented on the analogy of external behavior occurring under external contingen​cies.  Thinking is behaving.  The mistake is in allocating the behavior to the mind.


But why does it seem that things are inside me, at least sometimes?  I look at something and then look away and I can still see it.  Aren't I then seeing an image in my head?  The answer to that question requires a reminder - seeing and hearing and feeling are activities, they are not the making of copies.  Consider Skinner's opinion:

115
The ancient view that perception is a kind of capturing or taking possession of the world is encouraged by the real distinc​tion we make between seeing and looking at, hearing and listening to...where the second term in each pair does indeed refer to an act.  It is an act which makes a stimulus more effective.  

116
We attend to a stimulus or ignore it without changing any physical condition (for example, we can listen to a particular instrument in recorded music, in part by suppressing our responses to the other instruments).

tc  \l 1 "What is Memory?
# "What is Memory?  


It should be no surprise to learn that memory is not really a storage of images or ideas or anything else.  The storage story arose out of the practice of keeping records and assuming that a similar process occurs in us.  Do computers store data as "our brain" does?  To argue that "we made computers and thus they work (remember, think) as we do" invites the question of whether we run like automobiles, since we made them.  In both cases, we made them to do things that we were unable to do - we cannot remember errorlessly great quantities of data and we cannot run at sixty miles per hour.


For various reasons, suggested by such terms as "memorandum," "memento," "souvenir," and "memorial," people have made copies of the world around them, as well as records about what has happened in that world, and have stored them for future use.  Familiar examples are scratches on clay tablets, engraved legends on monuments, books, paintings, photographs, phonographic recordings, and the magnetic stores of computers...The practice has led to the elaboration of a cognitive metaphor, no doubt antedating by cen​turies any psychological system making, in which experiences are said to be stored in memory, later to be retrieved or recalled.

122
In recalling a name it is useful to go through the alphabet, not because we have stored all the names we know in alphabetical order but because pronouncing the sound of a letter is pronounc​ing part of the name; we prompt the response in ourselves as we prompt it in someone else whom we are helping to recall it.

tc  \l 1 "Skinner on Problem Solving
# "Skinner on Problem Solving   


Problem solving is not really a problem to understand, once we take the proper attitude toward it.  Solving a problem is, however, more than emitting the response which is the solution; it is a matter of taking steps to make that response more probable, usually by changing the environment.  We...put...side by side to facilitate a comparison... separate them... group similar things in classes...put things in order... restate a verbal response by translating it from words into sym​bols... represent the premises of a syllogism with overlapping circles... clarify quantities by counting and measuring... 

124 ...when consequences are important and the probabilities of two or more responses are nearly equal, a problem must be solved.  A person usually solves it and escapes from indecision by changing the setting.

Skinner went on to point out that what we designate as a "problem" is very likely not a single task, hence, as we saw in Chapter 15, what is ordinarily interpreted as "insight" is the product of familiarity with similar situations that are subparts of the current problem.  

tc  \l 1 "Creativity is the Norm for Skinner's Theory
# "Creativity is the Norm for Skinner's Theory   


Creativity was a tough nut for the old S-R psychologies to crack, but it follows easily from Skinner's conception of classes of behavior.

126
The creative mind...was an insoluble problem for stimulus-response psychology because if behavior were nothing but responses to stimuli, the stimuli might be novel but not the behavior.  

That chance can play a part in the production of anything as important as mathematics, science, or art has often been ques​tioned...for the strict Freudian, no one can... call a person by the wrong name or make a slip of the tongue by chance... Yet the biographies of writers, composers, artists, scientists, mathema​ticians, and inventors all reveal the importance of happy acci​dents...

127
.the topographies of response selected by reinforcement are, if not random, at least not necessarily related to the contingencies under which they will be selected... Explicit ways of making it more likely that original behavior will occur by introducing "mutations" are familiar to writers, artists,...

tc  \l 1 "Child Psychology
# "Child Psychology  


Skinner was not an advocate of mainstream devel​opmental psychology, for obvious reasons.  There is probably no area where interpretation is so difficult and this must be in large part because of the subjects involved.  Children fairly beg for anthropomorphic treatment, especially from the sort of re​searchers who are attracted to child psychology.  And, unless we are careful, the emphasis always falls toward heredity, as true today as in the time of John B. Watson.  We are left with a vacu​ous "unfolding" of the child's potential as the key to develop​ment, both physical and psychological.  While there is some truth in this view, the hereditary component that "unfolds" is usually grossly overemphasized.  Notice that the third aphorism considers the possibility of the innate ability to apprehend the primary qualities of Boyle and Locke.
 

128
.those who study the "development of language" in the child tell us much about vocabulary, grammar, and length of sentences but very little about the hundreds of thousands of occasions upon which a child hears words and sentences spoken or the many thousands of times he himself speaks them with results..

*(MISSING LINE?) no adequate account of the "development of language" is therefore possible.


The behavior which is said to indicate the possession of the concept of inertia and the age at which it normally appears are no doubt important facts, but we should also know something about the many thousands of occasions upon which a child has pushed, pulled, twisted, and turned things in "developing" that concept.

129
In the absence of any adequate account of the development or growth of a person's exposure to an environment, the almost inevitable result is that important aspects of thinking are assigned to genetic endowment.  Not only is verbal behavior said to show the operation of innate rules of grammar, but "innate ideas such as size, shape, motion, position, number, and duration are features of the environment.  They have prevailed long enough and behavior with respect to them has been crucial enough to make the evolution of appropriate behavior possible, but contingencies of reinforcement are at work every day in the life of the indi​vidual to generate supplementary behavior under the control of the same features.  The greatest achievements of the human spe​cies (not of the human mind) have occurred too recently to make a genetic explanation defensible...

tc  \l 1 "Skinner and Cognitive Psychology
# "Skinner and Cognitive Psychology  


Skinner was especially contemp​tuous of cognitive psychology and he became more so with age.  What troubled him greatly was the notion of "mind," "mind as equivalent to brain," and especially "mind as a wonderful comput​er."  It was the subject of his APA address a week before he died and he did not neglect the topic in his 1974 book.  

130
In all these roles it has been possible to avoid the prob​lems of dualism by substituting "brain" for "mind."... Both the mind and the brain are not far from the ancient notion of a homunculus - an inner person who behaves in precisely the ways necessary to explain the behavior of the outer person in whom he dwells... A much simpler solution is to identify the mind with the person.  

131
By attempting to move human behavior into a world of non​physical dimensions, mentalistic or cognitive psychologists have cast the basic issues in insoluble forms.  They have probably also cost us much useful evidence, because great thinkers... have been led to report their activities in subjective terms, focusing on their feelings and what they subjectively observe...

tc  \l 1 "Rule-Governed Behavior
# "Rule-Governed Behavior   


Much of our behavior is rule governed, rather than directly shaped by contingencies.  We do not want to find out through direct experience what eating mercury or running stop signs does to us.  We follow the advice of those who have already tried such things, so when we are told that "a stitch in time saves nine," we are wise to listen.

135
Folklore, maxims, and proverbs are often especially effective because many of the advantages of the behavior they strengthen are long deferred and do not function well as reinforcers.

138
The laws of religions and governments codify contingencies of reinforcement maintained by social environments.  The laws of science describe contingencies which prevail in the environment quite apart from any deliberate human action.


Contingency-shaped behavior is strengthened through action, not through words and rule following.  The "school of hard knocks" educates the self-made business tycoon, while Harvard Business School teaches rules to those who wish to avoid the tycoon's school.  We admire contingency-shaped behavior more than rule-gov​erned behavior, as reflection quickly verifies:


The planned or well-made work may suffer from the suspicion which attaches to any calculated behavior.  The intuitive mathematician seems superior to one who must proceed step by step.  We naturally object to the calculating friend who has learned how to make friends and influence people.  Possibly that is why contingencies sometimes go unexamined or unreported; a description would destroy some of their effect.


Neither the rule-governed "world" or the intuitive "contin​gency shaped world of the musician or mystic is "more real."  

140
It is a mistake...to say that the world described by science is somehow or other closer to "what is really there," but it is also a mistake to say that the personal experience of the artist, composer, or poet is closer...All behavior is determined, directly or indirectly, by consequences, and the behaviors of both scien​tist and nonscientist are shaped by what is really there but in different ways.


Usually we cannot verbalize the rules that govern contingen​cy-shaped behavior.  But that does not mean that they are not effective.

141
We do not need to describe contingencies of reinforcement in order to be affected by them...Certainly for thousands of years people spoke grammatically without knowing that there were rules of grammar.

Rationality   


Rationality and irrationality really refer to the degree to which rules can be supplied to account for behaviors.  When we can give no rules, we are acting intuitively and perhaps, but not necessarily, irrationally.  Skinner clearly saw intuition as far more common and perhaps more admirable than is rational behavior, just as most of us do.


Psychoanalytic writers sometimes confuse rational and irrational with conscious and unconscious... All behavior, effective or not, is at first nonrational in the sense that the contingencies re​sponsible for it have not been analyzed.  All behavior is at first unconscious, but it may become conscious without becoming ration​al: a person may know what he is doing without knowing why he is doing it.

147
Faith is a matter of the strength of behavior resulting from contingencies which have not been analyzed...Deliberate behavior proceeds through an analysis of reasons; impulsive behavior is the direct effect of contingencies.


In the 1960s it was hoped, by Herbert Simon and others, that we could analyze the rules that people use when they solve prob​lems and otherwise reason.  That assumed that thought was essen​tially verbalizable and that examination of verbal protocols produced by people who were solving problems aloud would tell us how they solved problems.  That did not work out and a few decades later it was widely recognized that thought is not wholly, or even largely, verbalizable.
 

149
Newton could hold a problem in his mind for hours and days and weeks until it surrendered to him its secret.  Then, being a supreme mathematical technician, he could dress it up, how you will, for the purposes of exposition, but it was his intuition which was preeminently extraordinary - "so happy in his conjec​tures," said de Morgan "as to seem to know more than he could possibly have any means of proving."

What is Truth, Really?  


The truth of a statement - the only "truth" there is - depends on the contexts in which things are said, the contexts in which the speaker learned the language, and the context of the listener.  If this seems odd, recall William James' "many worlds"
 - that is merely another way of putting it.  Truth is thus a complicated affair, as it was for James, but the extreme contextualism of Skinner goes further than did James.


The truth of a statement of fact is limited by the sources of the behavior of the speaker, the control exerted by the current set​ting, the effects of similar settings in the past, the effects upon the listener leading to precision or to exaggeration or falsification, and so on.  There is no way in which a verbal description of a setting can be absolutely true...Absolute truth can be found, if at all, only in rules derived from rules, and here it is mere tautology.

tc  \l 1 "Contemplation?
# "Contemplation   


The following aphorisms tell us what an operant analysis of contemplation, perception, and "getting the point" means.  They also illustrate that reinforcement is usually not conspicuous, pleasant, adaptive, or anything like a pellet of food for a rat.  Look at the subtle cases of reinforcement that are referred to and you may appreciate the way that behavior analysis sees things.

155
Verbal behavior plays a principal role in contemplative behavior...because it is well adapted for automatic reinforcement: the speaker may be his own listener.


Perceptual responses which clarify stimuli and resolve puzzlement may be automatically reinforcing.  "Getting the mean​ing" of a difficult passage is similar.  The whole world of fantasy is perceptual behavior which is automatically reinforc​ing...contemplation of this kind would be impossible, however, without a previous exposure to contingencies in which action is taken and differentially reinforced.

156
We ourselves often acquire a deeper understanding of a rule in this sense through exposure to the natural contingencies it describes...we discover, for example, that "it really is true" that procrastination is the thief of time...the understanding gained by moving from rule-governed to contingency-shaped behavior is usually reinforcing, in part because the reinforcers in the latter case are less likely to be contrived and hence less likely to work in the interest of others.

158
The facts and laws of science are descriptions of the world - that is, prevailing contingencies of reinforcement...they exist only because of their effects on people...only a living person knows science in the sense of acting under its control with respect to nature.  

160
It is absurd to suppose that science is what a scientist feels or introspectively observes.

tc  \l 1 "How Many Selves?  Is There an Unconscious?
# "How Many Selves?  Is There an Unconscious?  


It is a great mistake, as the "New Realists" who followed William James' radical empiri​cism argued, to translate outer experience into inner experience.  Wundt would also agree that experience does not come as inner versus outer.  Skinner never realized his kinship with the Harvard group of 1912.
  And, like James, Skinner was certain that differ​ent contexts produce different selves.  These contexts also ac​count for Freud's divisions of personality.

165
The behavior a young person acquires in the bosom of his family composes one self; the behavior he acquires in, say, the armed services composes another.  The two selves may exist in the same skin without conflict until the contingencies conflict...

As Marx and many others have pointed out, the individual is born of society, and his indivisibility depends upon the coherence of the society which gives birth to him.


Upon examination, the conscious and unconscious "mind" are not so different from Freud's conception.  But Skinner insisted that neither has causal efficacy.  Socialization is the source of consciousness and our species heritage accounts for part of per​sonality.  Skinner attempted to rephrase Freudian theory into more effective terms, to use his words.


It requires a special verbal environment to impose consciousness on behavior by inducing a person to respond to his own body while he is behaving.  If consciousness seems to have a causal effect, it is the effect of the special environment which induces self-observation.


Marx and others have tried to "throw people into a higher level of consciousness" in bringing them under the control of aspects of their environment which were previously ineffective.

tc  \l 1 "The Stages of Life
# "The Stages of Life   

176
A person is said to pass through various stages from infancy to maturity to senescence...but the stages are in the contingen​cies generating the conditions felt or introspectively observed...The child of one or two may be said to show trust versus mistrust; his behavior is reinforced mainly through the mediation of others; and consistent contingencies breed trust, while inconsistent breed mistrust...autonomy versus doubt...initi​ative and guilt...industry is contrast with inferiority...are all stages in the development not of an ego but of a world.

tc  \l 1 "Did Skinner Neglect the \"Real\" Person?
# "Did Skinner Neglect the "Real" Person?  

185
It is often said that a science of behavior studies the human organism but neglects the person or self.  What it neglects is a vestige of animism...traces of the doctrine survive when we speak of a personality, or an ego...of an I who says he knows what he is going to do and uses his body to do it...

In a behavioral analysis a person is an organism...which has acquired a repertoire of behavior.  It remains an organism to the anatomist and physiologist, but it is a person to those to whom its behavior is important.

tc  \l 1 "Free Will and Self Knowledge
# "Free Will and Self Knowledge  

185
The person who asserts his freedom by saying, "I determine what I shall do next," is speaking of freedom in or from a current situation: the I who thus seems to have an option is the product of a history from which it is not free...

A person is not an originating agent; he is a locus, a point at which many genetic and environmental conditions come together.

187
It is difficult to maintain an identity when conditions change, but a person may conceal from himself conflicting selves, possibly by ignoring or disguising one or more of them... "I was not myself."

tc  \l 1 "Acting and Feeling
# "Acting and Feeling
187
The verbal community asks, "How do you feel?" rather than "Why do you feel that way?" because it is more likely to get an answer.  

191
We mistrust reports of feelings, especially when they con​flict with other evidence...in the early days of anesthesia....many people resisted a major operation on the grounds that the damage done to the body was clearly associated with pain and that it was possible that the anesthetic merely blocked the expres​sion, together with its later recollection...

193
When we are helping people to act more effectively, our first task may seem to be to change how they feel and thus how they will act, but a much more effective program is to change how they act and thus, incidentally, how they feel.

Self Actualization and Zen  


Skinner's contextual epistemology shows how the pigeons trained to learn concepts, such as "water surface," or "Cynthia Cable," or "tree" are not very different from the realist artist or the Zen master.  They do what Plato did when he extracted universals from the flux of constantly-changing experience.  And, in a way, they are doing what the self-actualiz​er does. 

196
The artist who paints photographically is under the powerful control of his model, but if he can bring his personal history into play...he will have "extracted the essentials" by attenuating the control exerted by the current setting.  The same principle underlies the practice of Zen, in which the archer...learns to minimize the particular features of a single instance.  Both..."transcend" the immediate situation...

197
Actualization seems to have more to do with maximizing genetic and environmental histories in order to free a person from immediate settings.

tc  \l 1 "Self Control
# "Self Control  

The riddle of self control may be finally solved - it depends on skill in controlling other people!  If you do not learn to control others, which is your primary task in infancy and childhood, how can you possible learn to control yourself?

207
The control of others, learned at an early date, comes at last to be used in self-control, and eventually a full-fledged technology of behavior leads to skillful self-management.
tc  \l 1 "Skinner's Direct Legacy
# "Skinner's Direct Legacy   


There are thousands of psychologists, educators, social workers, and businesspeople who consider themselves behavior analysts and who follow, more or less, the fundamental theses of Skinner.  This is far from a homogeneous group and there is always much dissent among its members, as is true of any large group whose members have different goals and hold different interpreta​tions of their field.  Part of the reason for disagreement stems from the inherent ambiguity in Skinner's writings, which I have remarked upon elsewhere.
  For example, it is difficult to sort Skinner's views on radical behaviorism, the philosophy of a science of behavior, from operant conditioning, the theory that is used in practice.
  Skinner complained in 1977 that it was disap​pointing to have published nine books
 and to be seriously misun​derstood by Richard Herrnstein, a former student and longtime colleague.
 William Baum made a serious effort to remedy this situation in 1994 by writing a book that was a frank attempt to present Skinner's ideas more clearly than had the master and thus to eliminate some of the misunderstandings that still prevail.
  We will consider some of the salient points therein, reviewing Skin​ner's program.  Then we will consider the criticisms of a critic who understands Skinner's views well.

tc  \l 1 "Baum and Behavior Analysis
# "Baum and Behavior Analysis   


Skinner always introduced behavior analysis as the applica​tion of the methods of science to psychology.  Critics always interpreted science as enlightenment mechanics and assumed that Skinner was reducing us to LeMettrie's machines.  Baum tried to ward off that conclusion in his introductory chapters.  


He began with the statement that there is now a science of behavior and asks whether that science should be psychology!  Though the reader must have assumed that the "science" was already psychology or a part of it, Baum asked whether behavior analysis (BA), which exists and flourishes, should be considered psycholo​gy, since so much of what is construed as psychology is nonscien​tific.  He mirrored Skinner's tracing of history beginning when Galileo rejected Aristotelian essences and the Enlightenment began. 


But the Enlightenment was not unmitigated good, as Baum distinguished realism versus pragmatism in the 19th and 20th centuries.  Realists, like Plato and Descartes,
 distinguished sharply between inner/outer and were forerunners of the methodo​logical behaviorists that Skinner attacked in 1945.
  They distin​guished mind and body and posited a real "hidden reality," knowa​ble only after great effort is exerted.  Pragmatists, inspired by the positivist physicist Ernst Mach,
 followed Peirce
 and James
 in "personalizing" reality, so that there many realities.  Baum correctly noted that pragmatists see no difference between subjec​tive and objective, but if there were a choice required, it would be "...resolved in favor of subjectivity."
 


         Radical behaviorism derives from the pragmatic approach and methodological behaviorism from the realist view.  The chief tenet of radical behaviorism (RB), according to Baum, is the assumption that there is no difference between subjective and objective or between private and public.  But there is a great difference between natural and "fictional," with the latter referring to all minds, spirits, and other features of the realist's "subjective" world.


This is all true and charmingly put - definitely an improve​ment over Skinner's presentation,
 whether one agrees with it or not.  But Baum improved greatly on Skinner by showing immediately how the great difference between radical and methodological behav​iorism
 has practical significance when considering things that have proven difficult to deal with - for example, intelligence, love, and pain.  Bear in mind that methodological behaviorism is identical in its essentials to cognitive psychology - it is the view that treats organisms as machines, as does cognitive science.


The philosopher Gilbert Ryle pointed out that we often commit the category error when considering mental phenomena
  That is, when considering groups of particular things, such as the build​ings that comprise Cambridge University, we erroneously assume an additional entity - "the university."  When we observe instances of memory, calculation, problem solving, and the like we assume that there is an additional category, "intelligence."
  This "naming and reification" error was examined many times by Skinner, as well, and many have pointed out the similarities in Ryle's and Skinner's arguments.  

tc  \l 1 "Mental as Molar\: Aristotle was Right
# "Mental as Molar: Aristotle was Right   


We saw in Chapter 3 that Aristotle defined things like "love," "virtue," "bravery," and "Springtime" as patterns of activities extending over time.  There is no instantaneous "pang" of love that characterizes love in any meaningful way and the concept of virtue can mean only a pattern of virtuous acts.  Just as Spring occurs over time, not with the sighting of a single swallow, love, virtue, and happiness are apprehensible only over time - perhaps a lifetime.
 


B. F. Skinner never saw how closely Aristotle's interpreta​tion was to that of behavior analysis, but Howard Rachlin surely did and had been pointing it out for decades before Baum wrote.  Rachlin's Behavior and Mind shows convincingly that Aristotle was more a radical behaviorist than was Skinner himself.
 As Rachlin sees it, such "patterns of behavior over time" actually define what we treat as mental.  In Chapter 3 we saw how this view ap​plies to love and virtue, but consider how it applies to pain.  

tc  \l 1 "Rachlin's Pain - Molar Thinking
# "Rachlin's Pain - Molar Thinking    


In 1985 Howard Rachlin
 proposed that pain is not a private event, as had been assumed for millennia - instead, he argued that pain is an overt behavior, with nothing whatever subjective about it!  Bear in mind that Rachlin sees nothing private in "seeing a bird," either, and neither feeling a pain nor seeing a bird is a private event.  Preposterous as this seems, pain is an odd phe​nomenon when we consider it closely.

tc  \l 1 "The Perception of Pain
# "The Perception of Pain   


That was the title of an article by Ronald Melzack, 
 who was soon to become known, along with Patrick Wall, for the gate theory of pain perception.
  Melzack pointed out that pain has obvious biological advantages, since it warns us when our joints are being damaged from staying too long in one position.  And it tells us when we are biting our tongue or when other body injury is occur​ring.  What constitutes pain?


Pain is not simply related to the amount and extent of damage to our body.  Melzack wrote:
 

*( MISSING LINE?) .there is much evidence that pain is not simply a function of the amount of bodily damage alone.  Rather, the amount and quality of pain we feel are also determined by our previous experiences and how well we remember them, by our ability to understand the cause of the pain and to grasp its consequences.  Even the significance pain has in the culture in which we have been brought up plays an essential role in how we feel and respond to it.

(

Melzack went on to point out that in our culture childbirth is regarded as a painful experience, though this is not the case in many other cultures.  In some cultures women work in the fields, pausing only briefly to give birth before returning to work.  How can this be?

Can this mean that all women in our culture are making up their pain?  Not at all.  It happens to be part of our culture to recognize childbirth as possibly endangering the life of the mother, and young girls learn to fear it in the course of growing up.  Books on "natural childbirth" ("childbirth without fear") stress the extent to which fear increases the amount of pain felt during labor and birth and point out how difficult it is to dispel it."


Despite what our intuitions seem to tell us, pain is not simply a sensation arising from damage to some part of the body that is more intense the more serious is the damage.
  There are no specific pain receptors on the skin that transmit along pain nerves to specific pain centers.
  Pain appears to go no further than the thalamus,
 not to the cortex, so it is often hard to localize it.  And the feeling of pain is extremely variable and modifiable.  Melzack, Rachlin, Carlson, and I all cite the report of Henry Beecher, an anesthesiologist serving in the army during the invasion of Anzio in the second world war.


Beecher
 noted the wounds suffered by wartime casualties
 and the proportion of those with a given severity of wound who asked for morphine anesthetic.  Only about a third (35%) of them re​quested anesthesia, while 65% refused it, claiming that the pain did not warrant it.  These men were not anesthetic because of shock,
 since they objected to the pain caused by an inept attempt to find a blood vessel to give an injection.  When Beecher re​turned to private life as a physician in Massachusetts, he found that civilian patients with the same degree of wounds suffered by the soldiers requested morphine 80% of the time.  Why did 4/5 of the civilians need anesthesia, while only 1/3 of the soldiers did?


Beecher felt that this and other evidence made it clear that pain is not directly related to degree of physical injury.  For the civilians, their injury was a often a "bolt from the blue," a catastrophe occurring against a backdrop of relative comfort and security.  It was different for the soldiers, whose injury brought an escape from a battlefield, where death was a constant threat.  "Pain" then becomes relative, not an unmistakably private event 

Skinner Mishandled Mind   


In describing Rachlin's molar behaviorism, Baum was careful to distinguish it from Skinner's view.  Though the concept of "mental" or "mind" as "patterns of activity extended in time" de​rives directly from Skinner's vision, he never adopted it, though he did describe his main contribution as the demonstration of the importance of "rate of response!"  We have seen Skinner's treat​ment of mind in preceding pages, but a brief summary will serve to contrast his view from Rachlin's.


While Rachlin (and Ryle) dispense with the public/private distinction, Skinner retained it, while denying that there was any real difference between overt and covert stimuli and behavior.  Note that the analysis was left at the level of discrete stimuli and responses.  Along with the equating of inner and outer, Skin​ner proposed that all aspects of what is called "mind" are best construed as activity - behavior - and that behaviors such as seeing and thinking need not imply movement in space.  Most impor​tant, seeing, thinking, and the rest are modifiable and so may be altered by altering contingencies.  The molar behaviorism of Rachlin goes far beyond this view, just as Skinner's view goes far beyond the limited views of most of psychology.

tc  \l 1 "Behaviorism and Evolutionary Biology
# "Behaviorism and Evolutionary Biology   


During the last 30 years of his life Skinner was eager to show that operant conditioning was the selection of behaviors by the environment, a process directly analogous to the selection of features in evolution.
  Baum faithfully reproduced the general argument, including the mistakes Skinner made.
 



First, it is true, that changes in the last few hundred (or thousand) years cannot override the influence of genotypes a million years old.  Dogs bark and wag tails when feeding and humans display the "brow flash" because that is what their ances​tors did.
  But that does not mean that things that act as rein​forcers and punishers do so because they promote fitness - that was the argument of Herbert Spencer in 1855.
  Skinner recognized that such reinforcers - food, sex, and the like - were not major considerations for most humans most of their lives.
  


Also egregious is the assurance that all acquired reinforcers become so by signaling food or other consequences that promote fitness.
  This is an awful misrepresentation to make in a 1996 book, particularly after the reader has just finished an uplifting section on Rachlin and the molar behavioral view.  To put it mild​ly, the notion that conditioned reinforcers are signals has been known to be incorrect since at least 1977.
   Finally, Baum summarized the influence of biological factors as those of deprivation, satiation, and preparedness, the last referring to a largely discredited and abandoned continuum of "ease of associability" proposed by Seligman in 1970, though not cited by Baum.
  Baum referred to speaking, a prepared behavior, as opposed to reading and writing, for which we are unprepared and so require schooling.

tc  \l 1 "Freedom and Responsibility
# "Freedom and Responsibility   


The second half of Skinner's life was devoted to applying his vision of science to the large issues of freedom, praise, blame, and the design of cultures.  His arguments were based on data so far gleaned from experiments in behavior analysis and in most cases the subjects were animals.  Sober and conservative research​ers might counsel restraint and urge that basic research be en​couraged and that the public be educated so as to respect funda​mental research.  But that was not Skinner's way.  In a series of popular books he extrapolated to the most vexing problems imagina​ble and proposed radical changes in the arrangement of cultures.  Baum presented Skinner's case well and we will consider it in outline, before turning to a contemporary critique.

tc  \l 1 "Freedom
# "Freedom  


"Freedom" can mean many things and functional analyses of behavior often have to pin down the particular meaning of a word before more can be said or done.  We can be free of restraint, whether political, social, or spiritual - free, at least, in prin​ciple if not in fact.  We are never really free, since that would mean that our activities were uncaused, undetermined by our genet​ic and personal history.  We can feel free, in the sense that we feel our acts to be free of coercion.  When we feel free we feel happy and Baum
 quoted Amos Tversky, who pointed out that we gladly buy state lottery tickets but dislike paying the same tax when it is called a tax.  We "choose" to buy the ticket, we say.  Being free is illusion, but feeling free is happiness.

tc  \l 1 "Praise and Blame
# "Praise and Blame  


Our justice system punishes crimes that are freely committed, though no one freely chooses to grow up in a ghetto, a condition that seems to encourage the "free" choice of crime.  So goes Skinner's argument against punishment.  He pointed out most clear​ly in 1971
 that when it comes to giving credit we commend our​selves, but when blame is to be assigned, we blame extenuating circumstances, the environment, and other factors in our environ​ment and our histories.
  However, all is determined by genes and personal history and "credit" belongs there.


But so does blame!  The more one believes in free will, wrote Skinner and later Baum, the more one advocates punishment.  If the crime seems unrelated to the ordinary pattern of a person's life, as when a well-off person shoplifts, we call it "temporary insani​ty," or "kleptomania."
  Otherwise, crimes are punishable - sub​ject to the retribution of society for breaking its rules. Yet, Skinner always argued, research has shown that punishment has undesired side effects and, as Baum points out, it makes people unhappy.


The alternative to the present vengeance-seeking judicial system is to coerce without aversive control, with positive rein​forcers.  If bribing students to stay in school and to do well works, then do it.  Skinner has written so often on the evil effects of punishment that he may have started to believe himself.  The reader may review the section earlier in this chapter that traces the odd history of views on punishment and reveals the truth about its effectiveness.  Punishment works. 


Baum did a fine job in presenting Skinner's views, but his opinion is not universally shared.  A second author presented a different picture, portraying Skinner as a rhetorical genius who parlayed basic research findings into a world view that gained cult-like acceptance.  Aspects of the basic research are firm and indisputable, but J. E. R. Staddon argued that other data and interpretations are wrong, misrepresented, and productive of false conclusions.  The popularity of these tainted views has spread to the humanities,
 which clearly alarmed Staddon, to whose reaction we now turn.

tc  \l 1 "Concerning Excesses of Behavior Analysis
# "Concerning Excesses of Behavior Analysis   


Staddon published a brief but clever book
 providing a histo​ry of behaviorism and a critique of Skinner's famous "supersti​tion" experiment and of his extrapolation from basic laboratory findings to the problems of human societies.  Staddon, a student of Richard Herrnstein, wrote from the insider's point of view, not from that of humanist or cognitive critics.
  He argued that Skinner was mistaken regarding fundamentals of operant condition​ing and that this is particularly unfortunate since he spent the second half of his life in a literary venture, extending operant fundamentals to all aspects of human life.  One of Skinner's mistakes was his denial of the efficacy of punishment, the conse​quence of which was a boost for humanist "social constructionist" theories, described in Chapter 1.


Skinner's version of such theory is the evolutionary analogy, which Staddon called "a match made in heaven."
  "Careless of details," with "audiences unaware," Skinner described the develop​ment of superstitions in pigeons as analogous to the selection of individuals in evolution, both of which form the basis of an evolutionary epistemology.  This is simple stuff.  In essence, behaviors, mutations, and beliefs are emitted, or generated, or proposed, or otherwise brought into being.  Some are reinforced, selected, or are accepted - these are analogous processes - and those survive and are strengthened.  


So, just as the pigeon "thinks" that its superstitious behav​ior produced food, engendering the belief that a contiguous behav​ior brought it, all of our knowledge is illusory and subject to constant change and revision, depending upon the consequences that follow.  Hence, we behave "as if" there is a God and "as if" there is scientific truth, though nothing can be relied upon and truth is a matter of convention.
  Skinner's "rhetorical genius, his "mays" and "must supposes," "expel from the reader's mind any questions" and the argument "slips seamlessly" from questionably-interpreted pigeon data to the question of epistemology in gener​al.


Worse, in Staddon's view, this relativistic view jibes with late 20th century thought in literary theory, where many find the prospect of the "dissolution of knowledge...liberating:
 

In these weedy literary groves, knowledge is replaced by opaque pseudo-philosophies that look to outsiders like parodies of all the worst fea​tures of hyperspecialized and fractionated modern social science.  Readers willing to brave the hermetic prose of critical theory will find here and there descendants of Skinner's pragmatic linguistic philosophy.

Staddon cites Barbara Herrnstein-Smith as an example of this taking up of Skinner's ideas by the literary community.
   The relativistic theory of truth, in which what we have called truth becomes no more than "consensually-agreed beliefs," is both unnecessary and unsatisfactory in Staddon's view.  


Skinner's second error lies in his long-held but erroneous belief that punishment is ineffective, misused, and undesirable and that positive reinforcement is effective and good.  In fact, Staddon contended, punishment is often better and quicker and positive reinforcement is not "good," but is subject to misuse as readily as is punishment.  Positive contingencies promote such activities as vita padding, stock market triumphs that cheat widows and orphans, flatterers, spoiled children, and workers' reactions to piecework pay.  


The issue resolves to Skinner's argument for a scientific psychology.  That argument pits the "autonomous man" of popular belief against a "scientific" view that allows no real autonomy but places the control of organisms wholly in the environment.  The problem is that our knowledge of the environmental factors that determine action are not so advanced as to allow the extrapo​lations that Skinner was fond of making.  Consider his treatment of praise and blame.

tc  \l 1 "Autonomous Man and the Case Against Punishment
# "Autonomous Man and the Case Against Punishment   


Staddon criticized Skinner's arguments against "autonomous man," the assumption that we have free will and thus deserve rewards and punishments that come our way.  Skinner believed, of course, that we are never free, though the causes may lie far in the past and very likely in patterns of behavior that were estab​lished over extended periods.  Nonetheless, it is clear that ac​tions always occur under coercion, and they thus warrant no merit or demerit. Hence, praise and blame are both unwarranted - Baum echoed this argument and it is the theme of Skinner's book, Beyond Freedom and Dignity.
  


Skinner held that punishment thus serves only as vengeance, since phylogenic and ontogenic factors are actually "guilty."  Only the primitive belief in free will justifies retribution, so punishment has no place in the justice system.  It is important to note, as we did earlier in the chapter, that Skinner has ques​tioned the effectiveness of punishment for decades after over​whelming evidence for that effectiveness was available.


But does the use of punishment, which is relatively ineffec​tive in Skinner's eyes, make sense only if free will is assumed?  Staddon contended that the use of punishment is justified "pre​cisely because people are sensitive to contingencies..."
 That is, our actions are indeed determined and punishment is used to change actions.  If the will were free and behavior uncaused, there would be no point in punishment or in any kind of control.  



Order in society is maintained largely by holding individuals responsible for their actions.  "Holding responsible" means to make aware of aversive contingencies, especially long-term ones.  Those serving prison sentences were not properly raised to under​stand that "if you do that, you'll spend 15 years in prison."  In Staddon's view, Skinner's long-held opposition to punishment is an imposture - a device to make his theory seem unique.
  He turned to the philosopher W. V. O. Quine, quoted by a judge, for what must be the most cogent opinion on the use of punishment and the place of free will:
 

I deny not the existence of mental phenomena but the utility for law of the concept of mind in which intentions and free will figure.  "The division of acts into some for which a man is regarded as responsible, and others for which he is not, is part of the social apparatus of reward and punishment: responsibility is allocated where rewards and punishments have tended to work as incentives and deterrents."  And being social rather than philosophical in purpose, the alloca​tion of responsibility need not follow the divi​sion between free and coerced acts.  A person who kills in self defense is excused from criminal liability, but not the killer who would not have killed had he not been raised in a poor home by harsh parents.


In summary, we know that punishment works and that Skinner's objections to its use were irrational.  Those crimes that are treated as "freely willed" are those for which there are pre​scribed penalties.  That is because society has found that penal​ties seem to work when applied to such actions and that means that those actions are not actually free.  When we refer to "freely-willed actions," we are just referring to actions that are affect​ed by their consequences.  This is opposed to coerced actions, which will not be so affected and are therefore not considered free.


The metaphysical question of whether we are capable of free will is irrelevant to the question of whether punishment should be used, since two different domains are involved - philosophical and social/practical.

tc  \l 1 "\"Good\" and \"Bad\"
# ""Good" and "Bad"   


Baum followed Skinner in equating good with positive rein​forcement and bad with punishment/negative reinforcement.  The disadvantage of this view is that it is impossible to specify in advance what will act as a positive reinforcer and so "good" becomes whatever acts as a reinforcer at a given time!  Skinner appealed frequently in his writings to "contingencies of survival," so that things and activities that promote survival are good and act as reinforcers, a page taken from Herbert Spencer
.


For Staddon, appeal to survival "is a Nostradamus criterion," since almost anything that can act as a reinforcer can be con​strued as somehow contributory to survival.  Likewise, conditioned reinforcement appeared in Skinner's earlier, but not later, works and is presented as a taken-for-granted by Baum.
  This overused explanatory device is used by those who assume, explicitly or not, that acquired reinforcers, such as praise or money, gain power through association with "real" reinforcers.  These include food and other things necessary for survival, so belief in "conditioned reinforcers" implies endorsement of the survial model.


A third approach followed by Skinner is to assume that good and bad can be defined only by custom, by "community practice."  Is "good" no more than what people call good?  These could be those things and practices that aid the survival of the culture, the maxims (such as "a stitch in time saves nine") and the behav​iors that rule specifies are usually reinforced by social approval or by natural consequences.


Staddon particularly disliked the last approach and invoked Nostradamus once again - without the power to predict the future, who can foresee what beliefs and practices will have long-term survival value?  Will beliefs in "respect for parents, monogamy, tolerance, selflessness, the Divine Right of Kings, even a belief in a single objective reality"
 promote the survival of a culture?  Who can tell?

tc  \l 1 "Skinner's Damage to Society and its Repair
# "Skinner's Damage to Society and its Repair   


The horrible effect of Skinner's attacks on religion and traditional beliefs in general owes to his failure to substitute anything for them.  Citing G. K. Chesterton, Staddon suggested that those who do not believe in God do not believe in "nothing," they believe in "anything."  Their values are those of advertis​ers, who tell them what is good and bad, beautiful and ugly, moral and immoral, as well as what soft drink to buy and what jeans to wear.  Today, as I write this, several television stations are broadcasting advertisements for psychic hot lines and well-known entertainers are interviewing people who give heartfelt testimoni​als.  This is not Skinner's doing, but his popular writings lend support to other forces that seek to destroy traditional values.




Staddon emphasizes that Skinner did make many contributions, from the invention of the Skinner box, "now the standard way of studying learned behavior in psychology and neurobiology,"
 and he showed that behavior need not be viewed only through the "dark glass" of inferential statistics.  And he showed the amazing uniformity in behavior - among individuals and species - that occurs under various reinforcement schedules.
  He influenced education and, of course, clinical psychology, where behavior modification methods "are perhaps the only psychotherapeutic techniques whose efficacy (in a limited domain) has been conclu​sively proved.


His great contribution was the recognition of the importance of the environment and its effect on behavior over time, rather than the "snapshots" captured in the attitude questionnaire.  But in works such as Beyond Freedom and Dignity, he extrapolated too far and attempted to answer questions where no satisfactory answer now exists.  Staddon takes scant comfort in observing that Skin​ner's sin is no greater than
 

.the sins of all those other over-confident social scientists - psychologists, psychiatrists, sociologists, economists - who continue to go beyond their narrow, particular and often ideolog​ically driven understandings of human nature and society in 'expert' testimony of all kinds.  They should keep silent, or at least show a decent modesty in the fact of our enormous ignorance.

But if forbearance is shown, what should society do?  How should we raise children and deal with crime?  Who will tell us?
 

Human nature is stranger than we know - and stranger even than we can imagine.  In vital matters like marriage, raising children, and the punishment of crime it will be many, many, years before the one-dimensional pronouncements of 'experts' can be reliably trusted over traditional wisdom and personal experience.

I am certain that Helmholtz, Wundt, James, Titchener, and count​less other of our predecessors would agree. 

tc  \l 1 "Summary\: A Strange Ending?  Not Really. "Summary: A Strange Ending?  Not Really.
tc  \l 1 "Timeline
# "


tc  \l 1 "Short-Term Memory
                                      # "Short-Term Memory
  

The result is that, although mediationism is a veritable cornucopia of memory theories, they are all sham theories.


Recall that iconic memory was the brief, second or so, sensory storage named by Neisser and investigated earlier by Sperling.
  Iconic memory is taken to be the first stage in an information processing sequence.  Short-term memory (STM) is the second stage and persists over a matter of several seconds.  For example, my memory of a telephone number may last long enough for me to turn from the phone book and write it down.  It seems familiar to all of us, yet some researchers question whether it is really necessary as a separate "stage."


Donald Hebb was responsible in part for popularizing the concept of STM, since his 1949 book, The organization of Behav​ior
 posited cell assemblies that reverberated as outside stimu​lation acted. But the reverberations became permanent, as memo​ries, only with repetition of the same stimulation.  The initial stimulation was a kind of STM, responding briefly after stimula​tion ends.
  Others pointed to the serial position effect
 as evidence for STM.  When we learn a list of words, for example, we find that the beginning and the end of the list are learned more quickly - in fewer readings - than is the middle.  This is be​cause the end of the list appeared most recently and because we had time to hold the items in the beginning of the list long enough to rehearse them and thus transfer them to long-term memory (LTM).  So say some.
 


We find STM to have limited capacity, Miller's seven plus or minus two, presented as part of an information-processing se​quence in virtually every introductory textbook of the 1970s, 1980s, and even into the 1990s.  It is part of the generic model of Atkinson and Schiffrin,
 a flow chart beginning with iconic memory and then STM.  Since STM is limited in capacity, there is a constant replacement of old items by new ones, unless the old ones are rehearsed, in which case they pass to LTM, a limitless storehouse.  What would James Angell have thought of such a model, when he was considering such things in 1906?


That model may seem to accord with common experience, thus its appeal, but the correspondence may be illusory.  For one thing, we do have a limited span (Miller's number), but it is not clear that it constitutes a STM.  As Neisser pointed out,
 we regularly exceed Miller's limit when we read a sentence, as the reader may certify by simply repeating this sentence without looking at it.


Second, it is not obvious that STM is actually "memory" in our phenomenal experience.  William James
 is frequently cited as an early proponent of the distinction between STM and LTM, since he distinguished "primary" and "secondary" memory.  In his view, if I turn from a phone book to the phone and dial, I am dialing a number now present - "memory" refers to something now present that was not previously present for some time.  By the same token, if I grieve for months is it true that I "remember" the grief?  In fact, like items in STM, it never went away.


Nonetheless, many believe in STM as a useful concept and believe that it is different from LTM.  Where LTM is limited-capacity short-term store, LTM is without limit and organized and its contents are influenced by many factors.  Two popular factors studied by early researchers were proactive and retroactive interference (PI and RI).  That is, material in LTM may be lost because of interference from earlier-learned or from subsequent​ly-learned material.  Is this not true of STM and if it is do we really need two stages of memory?


Critics of STM as a "processing stage" have shown that some of the same factors that influence LTM affect STM and therefore there is no real difference between the two - forget the "stages."  But proponents of the STM/LTM difference, such as Broadbent, argue that interference effects that occur in LTM do not occur in STM.  That has proven to be dead wrong.


Kepple and Underwood
 showed that proactive interference (PI), discovered by Müller & Pilzecker in 1900,
 occurs in STM as well as in LTM.  Others showed that retroactive interference (RI) and similarity affect STM, just as they do LTM.  

tc  \l 1 "Remember Donald Hebb
# "Remember Donald Hebb   


So there is really no basis for distinguishing two stages of memory and we have an object lesson in the dangers of positing cognitive stages in general - and this way back in the 1960s, very long ago!  But once you have decided that, recall Donald Hebb, long of Canada's McGill University, who seemed to have created STM
 in his 1949 classic, The Organization of Behavior,
 and then took it from us altogether in 1961.
  


That clever study involved the similar reciting of successive strings of permutations of nine digits, with one sequence repeated eight times, unnoticed by the subjects.  On the last two trials in which that sequence appeared, the subjects were correct more than 60% of the time, while the other numbers were recalled correctly no more than 20% of the time.  How could this be?  Why should repetition help in this case, since the hearing and recalling of other nine-digit strings intervened between each repetition?  Imagine the Retroactive and proactive interference, since the intervening strings were composed of the same digits otherwise ordered.  Something was left in memory - and it was not a fleeting trace requiring rehearsal to maintain it.  There was no way to rehearse.

tc  \l 1 "\"Processing Stages\" Lose Their Appeal
# ""Processing Stages" Lose Their Appeal    


Hebb's finding was replicated and extended by Melton
 and its implications are clear - STM is not a rehearsal chamber for tran​sient memories.  Yet, introductory and advanced textbooks decades later continued to present the generic information processing flowchart and only the most sophisticated books mention Hebb and Melton.
  One study that was frequently cited seems to support the same conclusion, however, and that was Waugh and Norman's demon​stration that rehearsal of a fading trace is not that important.
 

tc  \l 1 "Summary\: How Could Information Processing Have Been Popular?# "Summary: How Could Information Processing Have Been Popular?
   

*(MISSING LINE) .memories now have attributes, organization, and structure; there are addresses, readout rules, and holding mechanisms...our memories are filled with T-stacks, implicit associational responses, natu​ral-language mediators, images, multiple traces, tags, kernel sentences, markers, relational rules, verbal loops, and one-buns.


Watkins
 wrote a particularly exasperated-seeming commentary on the proliferation of information-processing mechanisms in cognitive psychology, specifically, the study of memory.  He was not alone, as his quotation from B. J. Underwood, dean of memory researchers, testifies.  Watkins contended that so many theories have been offered by so many researchers "that we have entered an age of personalized theorizing."  There are a variety of reasons for this bizarre condition, ranging from the insistence by jour​nal editors that data be "explained" in theoretical terms and the fact that criticized theories are usually "fine tuned" to become new theories!  Watkins argued persuasively that the number of hypothetical internal mechanisms that has been proposed is ludi​crously excessive and stems from the emphasis of mediationism.  Only by dispensing with some of these hypothetical internal mechanisms may we hope that "the number of theories would be reduced below the number of researchers..."

tc  \l 1 "Critics of Icons and Processing Stages
                  # "Critics of Icons and Processing Stages   


Ulrich Neisser coined the term icon
 and devoted considera​ble space to it in his extremely influential text, Cognitive Psychology.
  Ralph Norman Haber has published more than a score of papers on iconic memory and processing stages.  With this in view, it is interesting to examine their reconsiderations regard​ing what is in large part their creation.


Neisser's classic textbook was published in 1967 and was surely a landmark in cognitive psychology, but the Neisser of only nine years later was a very different person.  In 1976 he published Cognition and Reality,
 where he turned against icons, processing stages and the like and emphasized activity - one could almost say that he sounded like a behaviorist:

(cognition) is something that organisms do...when perception is treated as something we do, rather than something thrust upon us, no internal mecha​nisms of selection are required at all...

John B. Watson would approve that, as well as Neisser's argument that too much emphasis has been placed on hypothetical models and not enough on environment.  Neisser questioned the status of the icon and its relation to seeing - is that "copy" to be viewed as part of the world or of the subject?
  He compared the problem with the famed cyberneticist Norbert Weiner's problem of the man with an artificial arm working on a machine.  Where does the man begin and the machinery end?  The icon is the first stage in processing and, if we can best abandon it, can we abandon all of the other processing stages?  That would be an abandoning of cognitive psychology itself, as Neisser defined it in 1967.  The point is precisely that made by B. F. Skinner in "Behaviorism at Fifty,"
 and Neisser is the man who defined cognitive psychology as the study of processing stages only a few years earlier.


Many other cognitive scientists criticized cognitive science since the 1970s shine wore off and a particularly damaging indict​ment of the whole enterprise came from Ralph Norman Haber in 1982.
  Like Neisser, he criticized the concept of the icon and then processing stages in general, after summarizing convincing evidence that iconic storage plays no part in sensation and per​ception, he wrote:

By my count, I have 20 published papers dealing with iconic processes...I have another 10 on more general topics of information processing, most of which espouse some sort of flowchart model...I have to say now that my work on the icon was misguided and misguiding...Was I wrong only about the icon as a stage of information processing, or is the whole model wrong, the icon being only one manifestation of the error?  I fear that it is the latter that is true.


Data are interpretable in many ways and interpretations based on presuppositions about hypothetical processing mechanisms are especially apt to be wrong.  Many disagree with Neisser, Haber, and other critics, of course, but their leadership status lends extra force to their conclusions.  

tc  \l 1 "Memory and Forgetting
# "
Memory and Forgetting   

Indeed, an overwhelming majority of memory theo​rists are unabashed mediationists...I believe that the sorry state of memory theorizing is a direct result of adopting the mediationist doctrine.


Research in long-term memory, or memory as we usually con​strue it, changed emphasis during the second half of the twentieth century.  Before the 1960s, interest centered on factors that influenced forgetting; thereafter more attention has been paid to the organization of memory, to memory in ordinary situations of life, and to the relation of awareness and memory.
  For purposes of historical account, we will treat forgetting and the organiza​tion of memory.  But first, consider what was known of memory at the turn of the century, as presented by Hermann Ebbinghaus and by William James.


A German pioneer, Hermann Ebbinghaus, extended the domain of scientific psychology by showing that the mental faculty of memory could be objectively studied.  Often neglected is the fact that, in so doing, he clarified the role of awareness in cognitive processes.  And he wrote textbooks that popularized the new psy​chology without pandering to popular tastes and preconceptions.

tc  \l 1 "Ebbinghaus and Awareness
# "Ebbinghaus and Awareness

   


By 1897 Hermann Ebbinghaus had published the first volume of his immensely successful Grundzuge der Psychologie, a general text that has been often compared to James' famous Principles of Psychology.  This was immediately successful and was revised in 1905, followed by ninety-six pages of the second volume in 1908.  He was asked to do a third edition of the first volume, but died unexpectedly of pneumonia in 1909, at the age of 59, before that or the completion of the second volume could be accomplished.  Others revised the first volume after his death.  His style, like that of William James, was "readable and kindly,"
 which accounts for its popularity.  But what lives on still is his study of memory.  Though conceptions of memory have changed and his meth​ods have been criticized as overly controlled, no one takes away from his contribution.  Amazingly, his notable publications number only a little over a dozen, but their influence was great.  Indeed, recent work in memory in simple organisms replicates his.  We turn next to that work.

tc  \l 1 "Ebbinghaus' Contribution\: Awareness and Memory
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In a truly heroic piece of research, Hermann Ebbinghaus
 investigated the course of forgetting due just to the "...influ​ence of time or the daily events which fill it."  Mimicking Fechner's psychophysical procedures, the inspiration for his work, he listed 2300 consonant-vowel-consonant (CVC) nonsense syllables.
  These syllables were chosen so as to have no meaning in German (E.G., DUB, JIK, COZ).  You may notice that many products have since been given CVC names, making them more memo​rable than was the case in Ebbinghaus's day (e.g., BIZ, DUZ, JIF, FAB).  He learned over 1200 lists of three-letter nonsense sylla​bles, with eight, twelve, or more  syllables in each list.  During each session, which lasted twenty minutes or so, he read through the lists one by one, at a rate of one syllable per 2/5 of a second, repeating each of the lists until he could recite it twice without error.  Successive lists were separated by a pause of fifteen seconds and his measure of memory retention was the savings in time when he relearned the same set (of eight or so) lists after a lapse of time.


This savings method is actually quite ingenious.  Suppose that you learn some set of material for an exam and, when faced with the task of recalling it, you go blank.  Are you indeed blank - is the effect of your study nil?  Similarly, are your forgotten memories of last year or of ten years ago gone without a trace, or is something left?  You recall nothing, so how can "what is left" be assessed?  Savings in relearning is one way and it is an early example of assessing implicit memory; that is, it shows that something is retained, even though no ordinary assess​ment of memory reveals it.

tc  \l 1 "Forgetting Over Time                                        # "Forgetting Over Time   


Ebbinghaus found that there was some savings even when the set of lists was relearned 31 days later.  Table 9.1 shows the savings when sets of lists were relearned after various temporal intervals.

TABLE 9.1

Ebbinghaus also found that spacing his practice sessions aided retention.  He practiced lists of twelve nonsense syllables and stanzas from Byron's Don Juan daily, to a criterion of one errorless recitation.  With successive days, the number of repe​titions required decreased; for a twelve-syllable list and an 80-syllable stanza, the average number of repetitions required fell from 16.5 and 7.8 on the first day to five and .5 on the fourth day.
  This seemed to mean that repetition itself "strengthened a memory trace" or some such thing.  If that were not true, there could be no savings as days of practice contin​ued.  The ancient law of frequency is true - the more that mate​rial is repeated, the better we remember it, just as William James told us.
   In addition, Ebbinghaus found that the longer a list, the better it was retained.  This may seem surprising unless you recall that all lists were learned to the criterion of at least one errorless recitation, meaning that longer lists were repeated more than were shorter lists.  The number of readings required for different nonsense syllable list lengths, as well as the savings relearning them, appears in Table 9.2
 
TABLE 9.2

Note that in many cases no members of a list could be recalled, but something was retained "implicitly," since the list took less time to relearn than it did to learn initially.

tc  \l 1 "Remote Associations                                         # "Remote Associations    


Finally, he found that the associations among items of his lists extended beyond immediately-adjacent items.  To show this, he used six sets of 16 nonsense syllables and rearranged their order in graded steps.  Thus, on one day he would learn an original list of 16 syllables and the next day relearn the same list rearranged by skipping alternate syllables.  Thus, a list in the order 1, 2, 3, 4, 5, 6, 7, 8, 9, and so on, could appear on the second day as 1, 3, 5, 7, 9, and so on.  Another list could be arranged by beginning with the original list and skipping by twos, producing 1, 4, 7, and so on.


On day one he learned six original lists.  The next day he learned six rearranged lists and repeated the process seventeen times.  Remarkably, he found that there was a savings in learning the rearranged lists, ranging from 10.8%, when alternate sylla​bles were skipped, to 5.8% when he skipped by threes.  He inter​preted this (as have others) to mean that remote associations are formed in the learning of the original syllable lists.  Since there were no savings when the lists were randomly scrambled, his conclusion seems sound.


Ebbinghaus's work was far more extensive than this brief summary suggests - he also invented the completion test (fill in the blank) and showed it superior to other tests for categorizing school children's achievement.  And he wrote introductory text​books in a lively style described as the German equivalent of William James.  In apparently fine health, he contracted pneumo​nia and died suddenly in 1909, at age 59.


But we remember the first crude contributions toward an understanding of rote memory, showing that most forgetting occurs within hours after learning, that spaced practice aids retention, that frequency of repetition seems to strengthen a "memory trace," and that remote associations may be important.

tc  \l 1 "Giving Ebbinghaus Credit
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This was difficult and lonely work that he carried out - the time spent on some of the experiments was immense.  For example, in the 1879-80 experiments on the effects of number of repeti​tions he learned and relearned 420 sets of 16 syllables, varying the number of repetitions up to 64.  Learning and relearning required over 15,000 recitations.
 Ebbinghaus was mindful of demand characteristics and experi​menter bias, guarding against the "secret influence of theories and opinions" and "secret warpings of the truth."
  He called himself one who "is inclined a priori to estimate very highly the unconscious influence of secret wishes."
  Along these lines, he found that relearning was as good when he could not consciously recollect the list from yesterday as when he could.  Memory and conscious awareness are two different things.  


Ebbinghaus first used the concepts of means, variability, "probable error," and the method of comparing conditions by seeing if the means differed by more than chance.  He discovered what was later called the "magical number seven"
 when assessing the number of syllables that could be recalled after one reading.  He considered memory of meaningful material and was aware of the limitations of his particular methods.  He was the first to treat memory as a scientific topic and he could not foresee that the memory researchers of the late twentieth century would look upon his work as lacking external validity.  And so it did, but it still told us important things about our memory, including as​pects that are shared by other organisms.

tc  \l 1 "\"Implicit\" Memory and Unconscious Processes
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Ebbinghaus' savings method was an early assessment of im​plicit memory, or "unconscious memory," a topic that became a focus of interest in the late 20th century.  Earlier, during the 1960s, controversy over "learning without awareness" and "sublim​inal perception" had raged, but the crude experiments presented by both sides in the controversy settled nothing and lent an aura of chicanery and foolishness to the field.


During the 1980s and 90s the methods had become refined and the controversy was less coarsely conducted.  By 1997, a major conference was even devoted to the topic of perceiving, learning, and remembering without conscious awareness.  A topic that was of great interest to William James and to others of his time was once again interesting to researchers.
  The methods used were new, but the interpretation of findings was as old and as contro​versial as ever.  Since consciousness was never defined with any unanimity, matters must ever be murky and we mustn't be too quick to condemn.  Consider now the methods "of the modern age" applied to the old question of conscious and unconscious mental activity.

tc  \l 1 "Methods of Studying Implicit Perception and Memory
# "
Methods of Studying Implicit Perception and Memory   

tc  \l 1 "The Exclusive Stem Completion Method
# "The Exclusive Stem Completion Method.  


Probably the simplest method to show implicit memory is the method of stem-word comple​tion and the use of inclusive or exclusive instructions.
  A subject is shown a long list of words and later asked to complete word stems, such as TAB, which could be the stem for TABLE, or TABOO, or TABLEAU.  In early experiments, subjects might be more apt to complete a stem with a word from the earlier set and, if that word was not recognized as a set member, the use of it could be attributed to unconscious (implicit) processes.  In a more sophisticated procedure, Jacoby and his colleagues
 instruct subjects to complete stems with words not on the original list.  If such a word is nonetheless used, that might be evidence for implicit memory for a word that is "explicitly" not recalled as a set member.  Use of a different word is taken to reflect volun​tary/conscious/"explicit" mental activity.


Whether conscious or "unconscious" activity prevails can be assessed in a more sophisticated way, using a mask to limit the duration of a priming word to subthreshold values.  That perform​ance can then be compared with responding when the masking effect is removed.  Consider the procedure.  Suppose that the prime word is presented just before the stem and masked by a bright or an obscuring field that occurs 50ms after the prime is presented.  Assume also that it has been determined in advance that this subject can not report having seen anything that is present for so brief a time.  The subject has been told not to use the prime word and these instructions will be followed if possible.  But what if the subject claims to have seen no prime, yet uses that word to complete the stem?  Is that an unconscious priming ef​fect, an instance of subliminal semantic activation?"  


However, if the mask appears after the prime has been present longer, say 240ms, the subject will explicitly avoid using the prime to complete the stem.  Those who use the method claim that it separates explicit ("conscious") and implicit ("unconscious") processes.  Many disagree, of course. 

tc  \l 1 "A Novel Use For The Stroop 
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In 1935 J.R. Stroop showed that people were slow to name colors when a printed-word color, such as RED, appeared in blue or green letters - they are quicker when the word and color matched.
  His interest was in the disruptive effect this had on learning, but later researchers used it for a different purpose - as a way to separate explicit and implicit reactions, much as was done by Jacoby, described above.  Consider on example, that of Merikle and Cheesman,
 who presented subjects with color-word primes, RED or GREEN, followed by red or green target colors.  


The ordinary Stroop effect occurs when subjects are quicker at naming congruent color words and colors - RED and red color and slower when the prime and color are incongruent - RED and green.  However, these authors also manipulated the percentage of trials when color word and color matched, so that this occurred only 25% of the time.  That means that on 75% of the trials the color word RED would be followed by the color green.  Subjects quickly learn this and so become quicker at identifying green when the priming color word is RED.  This is assumed to be an explicit, consciously-adopted strategy, as opposed to the ordi​nary Stroop effect, which is an automatic, implicitly-controlled reaction - "unconscious," comparatively speaking.


Merikle and others
 also varied the duration of presentation of the priming word.  In different blocks of trials, the color word primes were present for brief (median 57ms) or long (214ms) durations.  The color word was presented for one of those dura​tions, then masked by a row of asterisks that turned either red or green at the 300ms mark.  When the prime words were present for the brief durations, a standard Stroop effect occurred and the subjects reacted faster to RED-red color and to GREEN-green color.  


But when the prime word was present for the longer duration, the subjects were faster responding to the incongruent color, which in fact appeared 3/4 of the time.  Thus, RED-green color was responded to quickly, presumably since subjects were explic​itly (consciously) adjusting their preparation.  Data averaged over their 16 subjects, each of whom received both brief and long prime word presentations, showed that at the brief duration, reaction to congruent color was faster than to incongruent (approximately 412ms vs. 433ms).  When color-word presentation was longer, reaction to the incongruent color was faster (approx​imately 420ms vs 432ms).  The authors view this as evidence for assessing the relative magnitude of unconscious effects.
 

tc  \l 1 "Repeating Sequences
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Others separate more- and less-conscious processes by showing that subjects are "implicitly" sensitive to sequences of events.
  For example, subjects must respond as quickly as possible to an image that appears in one of the four quadrants of a visual display according to some rule (e.g., quadrant 1 every fourth trial, quadrant 4 every 13th trial, quandrant 3 on trials that are multiples of odd numbers...).  With experience, subjects react more quickly to such sequences than when sequences are not governed by set rules.  Yet, they are incapable of verbalizing the rule(s) and claim to have no idea what they are doing.  Artificial grammars have been devised which produce the same results: subjects can act according to rules which they cannot articulate.

tc  \l 1 "Hidden Covariation
# "Hidden Covariation  


In one example of this procedure, subjects saw six pictures of women with either long or short hair, along with paragraph descriptions that described them as kind or as capable.  "Kind" or "capable" was associated with hair length and, when eight new pictures were presented, subjects tended to match "personality" and hair length, though no subjects mentioned anything to do with hair.  Was the contingency between hair and description implicitly learned?
 

tc  \l 1 "Subliminal Mere Exposure
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Zajonc showed long ago
 that we prefer things that are familiar, even though we have no recollection of them.  Visual patterns, nonsense words, and melodies may seem wholly new to us, but if we have experienced them we are apt to prefer them to novel stimuli.  It appears that visual patterns that are briefly presented and/or masked are preferred over other figures, even though the subject is unable to specify which figures had been seen earlier.  This too is taken as evidence for unconscious learning.
 

tc  \l 1 "How Many Ways Can You Ask a Question?
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Specifically, how many ways can you ask subjects to report what they saw, learned, or remembered when they initially tell you that the answer is "nothing?"  Merikle and colleagues argue that it is useful to think of thresholds as "subjective" versus "objective."  The first is the minimum value of stimulation that the subject reports can be sensed and the second is a lower threshold that includes stimulus values that are still effective, though unknown to the subject.


This sounds close to Skinner's position - we are many "selves," some of which are conscious, in the sense that they can use language and describe private experience.  But others are not verbal and are shut off from the articulate, introspective self that we call "me."  The infant's world is of this kind and it remains so until society constructs a consciousness as it trans​mits its language.  How many gradations might there be from the highest level of self consciousness down to the lowest level of "implicit" memory?

tc  \l 1 "Computer Simulation                                         # "Computer Simulation
    

The early modern idea that technology will lift from mankind the burdens of drudgery, allowing us to "become our essence" - to spend our time pon​dering lofty questions, thus reenacting the popu​larized Greek ideal of leisure - has in postmoder​nity reversed itself so completely that the con​ceit of freedom of thought no longer appears supportable.  In other words, to the observant, it appears that "drudgery" is our essence. The lofty questions now belong in the province of technical research...we have abdicated the throne of con​sciousness and pawned off the hardest questions to the new dogmas of computer science...


During the late 1950s Herbert Simon and Allen Newell of Carnegie-Mellon University and their associates at the RAND Corpo​ration developed computer programs specifically designed to solve problems in the ways that humans solve problems.  Newell, Simon, and Shaw
 designed such a program, the Logic Theorist, or LT, that could solve problems in symbolic logic.  As Simon and Newell
 put it, LT could 'think!"  And its ability to solve successive prob​lems increased - it "learned!"  Finally, it often arrived at sudden solutions - it showed "insight!"


Logic theorist did this using only a few elementary opera​tions; it read, wrote, stored, erased, and compared.  It also used heuristics, or shortcut strategies to aid in the solution of problems.  It broke complex problems into subparts, as Descartes advised, and it worked backward from the desired end states, and so on.  


During the 1960s LT was expanded to what was called General Problem Solver, or GPS, a series of programs developed over several years.  It could solve problems in word algebra, as well as standards like the missionaries and cannibals and the tower of Hanoi problem.  The methods used came from simulations of human problem solving and these resulted from an analysis of human performance.


Typically, a verbal protocol of human problem solving was obtained by posing problems of a given kind to human subjects who were required to verbalize every step they followed in solving the problem.  One common problem type was cryptoarithmetic, or "word algebraic," as it was called above.  Consider the simple example below.

                       DONALD

                      +GERALD
                       ROBERT


Subjects are told that each letter corresponds to a digit and that D = 5.  To what digits do the remaining letters corre​spond?  One quickly notes that T must be zero, a conclusion that is verbalized, as is the result of examination of the other letters.  A subject's verbal protocol might go like this:


"Since O + E = O, E must be 9, with 1 carried from N + R."


"Since D + G = R, D is 5 and R is 9 or less, G is 4 or less."


"R must be more than 5 and, since E is 9, R is 6, 7, or 8."


"But O + E + O, a 1 is carried and R is not 6, since D is 5."


"So R cannot be 6 - it is 7 or 8."

This continues, letter by letter, until the problem is solved, using the rules of arithmetic learned in childhood.


But we use more than the rules of arithmetic, as Simon and Newell pointed out we use heuristics, or rules of thumb, and typically the order of letters translated varies little from subject to subject.  In this problem the order runs T, E, R, A, L, G, N, B, and O.  The heuristic exemplified is to begin with the most constrained letters, such as E, which "must be" 9, and pro​gressing to less constrained letters, especially those that become constrained as successive letters are translated.  


Could such problems be solved using an algorithm?  An algo​rithm is a rule for solution that always works, unlike a heuris​tic, which might not.  Thus, one could randomly try assignments of digits for letters and eventually succeed.  But "eventually" could be a long time, since there are 9 factorial (9!) ways in which to assign 9 digits to 9 letters, or 362,880 possible ways.


The Carnegie-Mellon group analyzed verbal protocols of prob​lem solving by human subjects and incorporated the strategies in GPS.  New problems were then presented to the program and to human subjects and performances compared.  If the program behaved dif​ferently from the humans, GPS was revised; in the 1960s the goal was to simulate human performance, not merely to solve the prob​lem.  At that time, programs that did not simulate humans were categorized as artificial intelligence.


Simon and Newell passionately argued that GPS did simulate human problem solving and that the principles embodied in GPS are thus the principles of human thought.  Clearly, this is one reali​zation of Clark Hull's ideal, a theory of mind composed of clear principles embodied in a machine!  Does this machine operate as did Hull's?
  How does it work?


As it turns out, we are really very simple entities, at least, if GPS and similar processors really operate as we do.  We are merely serial processors, chugging along through a series of one-thing-at-a-time steps.  We have only a few inputs and outputs and we can retain a few symbolic inputs at a time in short-term storage, as in a buffer file.  We have almost limitless long-term storage, though the storage process may be slow.  Our retrieval is fast, though we may have accessibility problems.  And we use heuristics.


GPS not only breaks problems into subparts, it used "means-ends analysis," monitoring the discrepancy between the present state of a problem or subproblem and the desired end state.  Operators were repeatedly applied to reduce the discrepancy, so that if one failed, another was applied and so on.

tc  \l 1 "What Became of Computer Simulation?
# "What Became of Computer Simulation?

We didn't hear much of computer simulation after the early 1970s, partly because the breakthroughs promised in the 1960s clearly failed to materialize.  Additionally, the range of prob​lems that have been studied is extremely restricted.  If you have ever written a computer program, you know that it is essential to be very specific and this is no less true when one designs comput​er simulations.  The initial features of the problem (the problem space) must be absolutely unambiguously specified, as must the goal or end state.  And the operations that may be used to trans​form the initial state to the end state must be clearly specified.


What would the Gestalt psychologists think of such a "prob​lem?"  When such conditions exist, does one really have a problem?  All that is required is the mechanical application of operators to change the "clear now" to the "clear goal."  In life, most of our problems are not clearly specified, nor are the goals, nor are the options available to us.  Often a proper casting of the problem is the problem.  In addition, it was never made evident that the method of verbal protocol could yield an accurate assessment of what subjects do when working silently.  Remember that John B. Watson would characterize the solving of a Rubik's cube as "think​ing."  Do we think only in words?


Simulation was successful in the 1960s when problems were highly-structured symbolic tasks - not bad, since even success with a narrow subset of problems is something.  But the limits of simulation by serial processors was recognized very early by critics, as well as by Allan Newell:
 

(GPS)...encourages us to envision isolated proc​esses devoted to specific functions, each passive​ly waiting in line to operate when its turn comes.  It permits us to think of the total program in terms of only one thing going on at a time.  Without a centralized sequential arrangement, information processing may well be an Alice in wonderland croquet game, with porcupine balls unrolling themselves and wandering off and flamin​go mallets asking questions at inopportune times.


The "centralized sequential arrangement" could take many forms, but it is difficult to conceive how any could deal with the main difficulty.  How can a program deal with the ambiguities of most of the situations that we call problems?  Simulation with digital computers died out because the problems it could deal with were only those that humans had to solve as did digital computers.

tc  \l 1 "Beyond Simulation                                           # "Beyond Simulation

As I write this letter, the chess match between world champion Garry Kasparov and the computer Deep Blue is still in progress, but any existen​tial concerns about the outcome are entirely unfounded.  If Deep Blue does win, its victory will not represent the subjugation of man by machine.  It will instead represent the victory of the combined efforts of the thousands of scien​tists, programmers, and engineers who created the machine and its programs over the singular effort of one man, Garry Kasparov.


One of the problems least amenable to simulation is the playing of chess.  Even when simulation is tossed aside and the full power of the most advanced computers is applied, as repre​sented by Deep Blue in 1997, human chess masters are usually victorious.
  Simon and his associates gave up attempts to simu​late chess; while the rules governing the game are specific enough, the ways of reaching end states are so numerous as to be effectively infinite.  The analysis of verbal protocols and deriv​ing of strategies stood no chance.  A different strategy was used. 


A Dutch investigator, de Groot,
 pioneered this method with an examination of chess playing players ranging from internation​ally-recognized masters to novices.  He carried out two main forms of study.  In the first, subjects were shown pictures of chess board layouts that might occur midway through a game.  After 15 seconds of viewing, they were asked to comment on the configuration of pieces and to suggest subsequent moves.  Experts were able to evaluate the layouts much more skillfully than were the novices and they were able to comment on the likely history of the game to that point.  They could evaluate the direction the game was taking and suggest specific (and good) next moves.  Novices could often comment on the general direction of the game, but were unable to describe the probable history of the game to that point or to suggest advantageous next moves.


In a second novice/master comparison, 5-second presentations of middle-game configurations were presented and subjects were asked to reconstruct the layout of pieces on the board.  Expert players had no difficulty with this and made few errors, while novices performed very poorly.  Seven presentations were fre​quently necessary to enable the novice to reconstruct the boards well as the expert could after one 5-second presentations.  Not surprisingly, when random arrangements of pieces were presented, the expert/novice difference disappeared.


Obviously, the experts' greater experience meant that they knew what the briefly-presented boards "had to look like."  Can more be said?
  Chase and Simon
 replicated de Groot's "recon​struction" experiment, finding what he had found.  Further, they asked subjects to construct a board configuration matching one visible on another board.  Eye movements were recorded and exam​ined when board configurations differed in pieces, colors, prox​imities, and relations, such as "attack" and "defense."  


Expert players consistently scanned in less time, as might be expected, and the experimenters concluded that thousands of hours playing chess leads to the "storing in LTM" of many famil​iar configurations.  They estimated the number to be somewhere between 10,000 and 100,000.  Such research reflects emphasis on the problem of "representation;" in a real sense, the master "sees" differently from the novice, just as John Stuart Mill and Helmholtz told us happens.

tc  \l 1 "Where's Awareness?  The Hegemony of Mindlessness
# "Where's Awareness?  The hegemony of Mindlessness   


Is cognitive science to remain a land of opportunity for every philosopher, engineer, computer expert, and other nonpsy​chologist who sees a market for apparent "breakthroughs?"  Is our understanding of cognition to remain conceptually in the 16th and 17th centuries?  Does the rapid rise and fall of symbolic infor​mation processing signal the end of psychology's participation in "cognitive science?"  Can there be at least a psychology of cogni​tion that accounts for common experience, even if it cannot rou​tinely beat a chess master or solve anagrams?


Luckily, there is such a psychology and it comes largely out of recent thought in social psychology, of all sources, and from odds and ends of research that has been done over the course of the 20th century.  While its origins were earlier - in the 1960s - the paper that really drew attention to social cognitive theory was published by Nisbett and Wilson in 1977 with the catchy title: "Telling more than we can know: Verbal reports on mental processes."
  

tc  \l 1 "Nisbett & Wilson\: Telling More Than We Can Know
#                                    # "Nisbett & Wilson: Telling More Than We Can Know  



These authors surveyed data going back to the 1930s, as well as recent findings by Bem, Schachter, Kelley, Jones, and others working in attribution theory.  What may be surprising is their consistent finding that people have little knowledge of their "mental processes," though they commonly believe that they do.  We should remember that the Würzburg School had reached what seems to be the same conclusion, but even they might have been surprised at the extent of our oblivion regarding thinking.  And Skinner and his followers should have recognized kindred doctrine in this latest form of attribution theory, just as Bem thought a decade before.
  Consider some of their findings and then you will see the merit in their conclusions.


In one experiment, subjects were asked to judge the quality of clothes (four nightgowns or stockings) hanging on a rack.  The 378 subjects chose the clothing hanging on the right end of the rack by a ratio of 4:1 over the other three positions.  When asked why they chose what they did, subjects pointed to material, style, and workmanship to defend their choices.  When told that the items' positions were randomly shuffled for each subject, but that the choice was still 4:1 for the right-hand item, subjects found it hard to believe.  The subjects' choice behavior was easily ex​plained as a position preference - what they thought happened was irrelevant.


Ratings of "goodness," or esthetic judgments, are prone to all manner of spurious fluctuation, rendering such ratings of limited usefulness.  Subjects watched a movie while a circular saw was loudly running just outside the viewing room.  They rated the film and then were asked how they would have rated it were the saw not present.  Of course they said that they would have rated it higher, though a second group who watched the same film without the saw rated it just as did the first group.  


Snake phobics were shown slides of snakes, followed by the word "shock" presented on a slide, while listening through head​phones to false heartbeat sounds.  The slide "shock" was followed by actually electric shock and the false heartbeat sounds in​creased in rate, but the false heart rate never changed when a slide of a snake was shown.  Subjects were later asked to approach and, if possible, to pet, a live snake.  In this typical study of attribution, these subjects approached more closely and petted more often than did a group that had received different pretrain​ing.


What has this to do with awareness?  The subjects "learned" that their heart rate increased when shock was coming, but not when they saw a snake.  Hence, they must not be as afraid of snakes as they had thought - their awareness of snake fear was faulty, as reflected in their approaching and touching.  On the other hand, this was not the kind of "awareness" that is verbal​ized, since when asked directly about their fear of snakes, they reported that they were as fearful of them as ever.
  In other attribution experiments, such as when subjects take fake "insomnia pills," changes in behavior are not correlated with changes in verbalization of motives and attitudes.  And consider the follow​ing.   


Subjects received a series of electric shocks, increasing in intensity until they asked that it stop.  Those given a placebo pill that they were told would cause heart palpitations, breath​ing changes, hand tremor, and butterflies in the stomach
 accept​ed four times the amperage of shock that others accepted.  Only three of 12 subjects connected this with the taking of the pill and when the experiment was explained to them, they said that it didn't apply to them.


In a classic experiment, Maier
 asked subjects to find three ways to join two cords hanging from the ceiling and too far apart to reach with one's hands.  Various tools were lying on the floor and subjects learned to use them as extensions of their arms and tying them to the cords to extend them.  The third solution was slower in coming.  Occasionally, Maier would walk in and inquire how it was going and in passing he grasped the end of one cord and twirled it.  Within an average of 45 seconds subjects had the idea "just come to them" that a weight tied on to a cord would let you swing it like a pendulum and make joining them easy.  Two thirds said that they noticed no "hint" given and most thought the twirl​ing of the cord was really no hint.  Thus, they had no clue of the source of their action.


Subjects learned eight word pairs, including ocean-moon.  In a subsequent part of the experiment, when asked to name things including a laundry detergent, they claimed that they responded "Tide," because that was what their mothers used!  The prior learning of word pairs was irrelevant, as far as they were con​cerned.


The authors saw this final example that I will describe as "most remarkable."  Students saw an interview with a college teacher with a European accent.  Half saw him answering questions in a pleasant, agreeable, and enthused way, while the other half saw him behaving as a rigid, intolerant, autocratic way - these were the "warm" versus the "cold" conditions.  The subjects then rated him for likability, appearance, mannerisms, and accent.  


The "warm" group liked him, saw him as attractive, and liked his mannerisms and accent.  The "cold" group disliked him, his appearance, mannerisms and accent and they claimed that those three attributes produced their dislike of him, while it is obvious that the actual order was reversed.  The subjects did not see that it was the cold presentation that produced a general dislike, which then spread to everything about the man.  People do not know why they like or dislike something or someone.


So, what dies it mean to say that someone is aware of a state of mind or of the causes for action?  In all the cases above, and in many more that Nisbett and Wilson described, out​side observers knew why subjects did what they did better than did the subjects themselves.  As Bem showed, if I see that you do not call your mother or eat brown bread over a six-month period, I know what you think of both mother and bread and I may know it better than you do!  When you say that you "love mother," are you just mouthing a slogan learned in childhood that represents what people are supposed to say?  When can we say that a person is aware?  Nisbett and Wilson suggested that we cannot take people's word for it and that the

criterion for awareness should be instead "verbal report which exceeds in accuracy that obtained from observers provided with a general description of the stimulus and response in question."


We typically do not know why we judge as we do.  We are apt to think that President Kennedy's assassination was a conspiracy, because Oswald was too pitiful to cause such a mighty effect.  One of our rules is that big effects have big causes, even though we constantly see exceptions to that rule.  We like the police who help us change a tire in the rain, even though it is their job to do such things.  When we stand in an elevator, we look up at the display showing the floors as we rise or fall, but we do not look at the other passengers, nor do we face the rear of the car.


What do people know?  What is that content of consciousness that has been debated for so many centuries?  These authors pro​pose that there are three things that are known.  First, we know personal historical facts, such as the name of our kindergarten teacher and the high school where we graduated.  We know approxi​mately what is the focus of our attention at any given time.  I can tell whether I am listening to you or thinking about Christ​mas.  And, finally, I can report my current sensations, more or less, and tell you something of my emotions and sometimes I can do that better than can others who observe me.  But when I make a judgment, whether causal or esthetic, my report is often wrong and when you do explain your motives, you too are often wrong.

tc  \l 1 "Rationality is Only Occasional                              # "Rationality is Only Occasional     

The psychophysics of value induce risk aversion in the domain of gains and risk seeking in the domain of losses.  The psychophysics of chance induce overweighting of sure things and of improbable events, relative to events of moderate probabili​ty.  Decision problems can be described or framed in multiple ways that give rise to different preferences, contrary to the invariance criterion of rational choice.  The process...explains some aspects of consumer behavior.


In 1984 Daniel Kahneman and Amos Tversky described their studies of the way we make choices - it is not a wholly rational process.
  If we behaved as do rational decision makers, our choices would depend merely on expected utility,
 or the product of expected gain and utility.  Utility is the value of something when presented as a choice.  Five dollars has no utility unless it is compared with ten dollars or with nothing, which is usually the case.
  Expected utility takes into account the probability of the outcome occurring.  Hence, if I flip a fair coin, bet you $10 and let you call it, the net expected utility for you would be as follows - say you called "heads."


P(heads) x U(heads)   +    P(tails) x U(tails)

                  .5             $5                   .5          -$5

Whether you choose heads or tails is immaterial for this one toss - you may win or lose.  But over the long run, if you continued betting, you would break even, of course.  Curiously, when the odds are even over the long run, people are reluctant to bet on a single instance.  You may see for yourself by offering an ac​quaintance a bet of $5 on a coin toss - most will not take you up on it.  Even when the odds are in their favor, people hesitate.

tc  \l 1 "Daniel Bernoulli and Risky Choice                           # "Daniel Bernoulli and Risky Choice   


In 1738 Daniel Bournelli, one member of a Swiss family of geniuses, published an essay that inspired Daniel Kahneman and Amos Tversky; it concerned the reasons why people are averse to risk, unless they are very wealthy.  For example, suppose that you have the chance to win $1000, but it is an 85% chance, with a 15% chance to win nothing.  That is one alternative.  The second choice is a sure $800.  Which would you choose?  The gamble has the higher net utility:


(.85  x  $1000)  +  (.15  x  $0)   =   $850


So why not take a chance on the $1000, rather than settle for the $800 - the expected utility of the gamble, considering probabilities ow winning and losing, is $50 more.
  People choose the sure thing over the comparable gample, and this is called risk aversion.  Bernoulli showed that "value," or "subjective utility," is a nonlinear function that is concave, so that the difference between the value of $100 and $200 is greater than that between $1100 and $1200.  Hence, a gain of $800 is more than 80% of the value of a gain of $1000.  This cause an "irrational" preference for the sure thing, since the smaller gain is seen to have more value that 80% of the larger.

tc  \l 1 "Risk Seeking                                                # "Risk Seeking   


Kahneman and Tversky also proposed that the function for losses is concave (see the S-shaped function depicted in the figure), so that the difference in subjective value between a loss of $100 and of $200 is greater than the difference between losses of $1100 and $1200.  This is what we see in the figure, which shows the values of gains and losses, not absolute magni​tudes of wealth.  Risk seeking is a consequence of the convexity of the loss portion.  Consider another example, presented as a pair of alternatives:


A: an 85% chance to lose $1000 (so 15% chance of no loss)


B: a sure loss of $800

In this case, the large majority of people queried choose the gamble over the sure loss.  This reflects risk seeking, since the expected value of the gamble is -$850, worse than the -$800 of the sure thing.  Seeking risks when faced with losses occurs in case other than monetary ones.  When the "currency" is hours of pain, loss of lives, and other domains.

tc  \l 1 "Compelling But Irrational                                   # "Compelling But Irrational   


The S-shaped curve describes powerful effects on subjective valuations of gains and losses and they belie the conventional canon that we are "rational animals," as Aristotle put it.
  Rational decision makers were first described by von Neumann and Morgenstern.
 They proposed that rational decision makers are guided by axioms, including transitivity (if we prefer A to B and B to C, then we prefer A to C), substitability (if A is preferred to B, then an even chance to get A or C is preferred to an even chance to get B or C), and other less straightforward rules.  Two other simple rules are dominance and invariance.  Dominance means that if two choices are equally attractive in all respects but one, the choice more attractive in that respect must be chosen.  Invariance means that choice among alternatives should not change when the alternatives are presented or described in different manners.  Kahneman and Tversky showed that the failure of invari​ance to hold is striking and pervasive.  That subject is called the framing of alternatives.  

tc  \l 1 "The Framing Effect\: A Failure of Invariance                 # "The Framing Effect: A Failure of Invariance   


The same choices can be framed in different ways, so as to appear prospects of gains or of losses and this can radically influence our preferences.  In a simple case, an oil company may offer a "discount for cash," or add a "surcharge for using a credit card."  We may realize that the cost is the same, but the so-called "discount" is more appealing.  Kahneman and Tversky carried out an experiment that is more impressive, clearly show​ing how strong are our biases.  The following problem was posed to 152 subjects - the percentage of subjects who chose each of two alternatives is given in parentheses.


Imagine that the U.S. is preparing for the outbreak of an unusual Asian disease, which is expected to kill 600 people.  Two alternative programs to combat the diease have been proposed.  Assume that the exact scientific estimates of the consequences of the programs are as follows:

· If Program A is adopted, 200 people will be saved. (72%)

· If Program B is adopted, there is a one-third probabil​ity that 600 people will be saved and a two-thirds probability that no people will be saved. (28%)


The problem thus cast assumes a reference point in which the disease will kill 600 people and the programs refer to gains, the saving of people.  Since we are risk-averse when it comes to gains, subjects choose the sure thing over the risky alternative - better to save 200 for sure than to risk that none will be saved.  Note that the expected value is 200 in both cases.  What if the problem is rephrased slightly, as follows:
 

· If Program C is adopted, 400 people will die. (22%)

· If Program D is adopted, there is a one-third probabil​ity that nobody will die and a two-thirds probability that 600 people will die. (78%)


You can see that options C and D are precisely those of options A and B, but the second case is phrased in terms of losses, against a reference state in which no one dies.  Since we tend to be risk-seeking in the cases of perceived losses, the majority of respondents chose D, since it includes a possibility that no one will die.  But that is exactly what Program B pro​posed, except in that case the risk appeared to apply to gains, not losses.  


Programs A and C are identical and B and D are identical, yet A is chosen in the first case and C is not chosen in the second.  Subjects may be given the two pairs of choices a few minutes apart and still choose A in the first case and D in the second.  When they reread the problems and are often puzzled when the inconsistency in their choices is pointed out.  Though they realize their contradictory choices, they still want to avoid risk in the "lives saved" version and risk seeking in the "lives lost" version.  Kahneman and Tversky compare the paradox to a perceptual illusion rather than a computational error.


These considerations apply to the actual preferences of both physicians and of patients when considering alternative thera​pies.  The preferences for hypothetical therapies for lung cancer differ greatly when their outcomes were described in terms of death or of survival.  Since surgery always carries the risk of death, while radiation therapy does not, surgery was dispreferred when outcomes were described in terms of mortality, rather than survival.  When we learn that surgery results in death for 20% of patients, we are less accepting of it than we we are told that there is an 80% survival rate.  The principle is the same as the "lives saved" versus the "lives lost" options of the Asian dis​ease problem.  We are risk seeking when it comes to losses, but we prefer no risk of loss.  We will take the safe radiation therapy over the risky surgery.
 

tc  \l 1 "Losses and Costs, Gambles and Payments                      # "Losses and Costs, Gambles and Payments   


What is the buying of insurance, a cost or a loss?  It is actually the choice between a smaller sure loss and a possible greater one, but when cast as cost-loss, we do odd things.  Consider the following choice pairs and the percentage of sub​jects who chose each:

A. sure loss of $50   (20%)



B. 25% chance to lose $200    (80%)

That shows typical risk seeking when considering losses.  But 65% of the subjects said that they would pay $50 to avoid a 25% chance of loss of the $200.  This risk aversive response comes with the framing of the $50 as a cost, rather than as an uncom​pensated loss.  The same thinking applies to lotteries: 

· Would you accept a gamble that offers a 10% chance



           to win $95 and a 90% to lose $5?

· Would you pay $5 to participate in a lottery that 


           offers a 10% chance to win $100 and a 90% chance


           to win nothing?


People are far more likely to the second option, where the $5 is neither a cost nor a loss - it seems irrelevant.  Our irrational framing of costs and losses explains why lobbyists for the credit card industry were strenuously opposed to casting "discounts for cash" as "credit card surcharges."

tc  \l 1 "Lotteries and Life Insurance                                # "Lotteries and Life Insurance   


There is something special about very low and very high probabilities, as in the absurdly long odds in the chances of winning a lottery.  In fact, very low probabilities are more highly valued than are slightly higher probabilities.  The same applies to consideration of losses, so that people become rela​tively risk seeking concerning improbable gains and risk averse when it comes to improbable losses.  This accounts in part for the attractiveness of lotteries and of life insurance policies.

tc  \l 1 "Piaget's Cognitive Stage Theory                             # "Piaget's Cognitive Stage Theory
     

Once upon a time, thanks to Jean Piaget, the field of cognitive development had a coher​ent, interesting, testable, and widely ac​cepted theory.  Now, alas, we are back in the preparadigmatic boat with the colleagues in the rest of psychology, with theory frag​ments, almost-theories, and pseudotheories bobbing about around us.

tc  \l 1 "Life of Piaget                                              # "Life of Piaget

Jean Piaget's mother played an important role in his life, but only because she exhibited "poor mental health," coupled with powerful religious beliefs.
  This served to prevent him from playing at home as do normal children - even in elementary school he spent his time away from home in serious scientific research.  His father seems a more beneficial influence, since he was a medieval literature scholar who provided an inspiring model for young Jean.  They lived in Neuchatel, Switzerland, where Jean Piaget was born in August of 1896.  He died in Geneva in October of 1980. 


His mother's behavior not only drove him out to do research in peace, it also interested him in psychology.  But he quickly learned that he preferred rational/cognitive psychology to the emotionality of abnormal psychology and psychoanalysis, a prefer​ence that would last through his life.
  His childhood interest lay in the study of mollusks, "malacology," and he established himself as a researcher very early in life.  When he was 7 years old, he wrote to the director of the local museum to ask whether he might study the mollusk collection after hours.  The director of the museum, Paul Godet, agreed and tutored him in classifying specimens, leading to a one-page publication in Rameau de Sapin in 1907 at the age of 10!
  


By the age of 14 he had written a series of papers on mol​lusks and so was offered the curatorship of the Geneva Museum of Natural History.  This honor made public his age - 14 - and some of the journals in which he had published no longer took his articles.


He received his bachelor's degree at the University of Neuchatel in 1915, when 18, and a Ph.D. at 21, with a disserta​tion on mollusks.  Just before receiving the doctorate, he fol​lowed the footsteps of many others
 and suffered a "nervous breakdown," which meant a year in the mountains before recovery.


Before finishing his dissertation, Piaget decided on psychol​ogy as his main interest.  He disliked philosophy through his life, but he did like logic and the philosophy of science, much as did John Stuart Mill.  He saw logic as a manifestation of the organization of action and, as Brainerd put it,
  it was "Piaget's hypothesis that even the most sophisticated forms of human reason​ing are motor activities carried out on a symbolic plane."


Piaget did postdoctoral work during 1918/19 at Zurich and from 1919-1921 at the Sorbonne in Paris.  He then worked in the laboratory of the late Alfred Binet and the living Theodore Simon, located in a Paris grammar school.  Simon put him to work on a French translation of a reasoning test developed by the later-notorious Cyril Burt.
  Even then Piaget rebelled against the paper-and-pencil mentality of testing and asked children to ex​plain their answers.  Using a sort of "psychiatric interview," learned at the Sorbonne.


In 1921 Piaget published three papers based on this work, securing him directorship of research at the Rousseau Institute in Geneva.  During the next few years he published his famous books: The Language and Thought of the Child (1923), Judgment and Reason​ing in the child (1924), The Child's Conception of the World (1926), The Child's Conception of Physical Causality (1927), and The Moral Judgment of the Child (1932).  As John Watson repudiated his earlier books, Piaget later apologized for these - like Wat​son, he later saw them as premature and based on insufficient data.


In 1925 Piaget won the chair of philosophy at Neuchatel, while still working at the Rousseau Institute.  And his first child was born that year - two others came in 1927 and in 1931.  The observations (with his wife) of the behaviors of these chil​dren appeared in The Origins of Intelligence in Children (1936), The Construction of Reality in the Child (1937), and Play, Dreams, and Imitation in Childhood (1945).  During this period, Piaget changed his method from the verbal "clinical interview" to nonver​bal methods, since he decided that intelligence must at bottom involve the manipulation of concrete objects.


During the 1920s and 30s Piaget collaborated with two stu​dents, Bärbel Inhelder and Alina Szeminska, while professor of the history of scientific thought and co-director of the Rousseau Institute in Geneva.  During that period the research for which he would become known was conducted - the analysis of elementary concepts in physics, biology, and mathematics, along with the conservation experiments.  It was during this period that he proposed the stage theory, a sequence of qualitatively different periods of development, which he saw as analogous to morphogene​sis.


His last books (of at least 73, according to Kessen
) were Intelligence and Affectivity (1981) and Language and Learning (1980). They, along with others in the 1960s introduced many new phenomena, such as the finding that children's recall of some things is better 6 months or a year after exposure than it is a day or two after exposure.  Such effects seemed to Piaget to be evidence that cognition - indeed, all experience - is dependent upon the child's developmental stage.

tc  \l 1 "Piaget's Work
# "Piaget's Work   


In the 1970s and 1980s Jean Piaget's views were so popular that students must have had difficulty in finding courses that lacked coverage of them.  His theories have been horribly carica​tured and adapted by educators, who tend to see his as a strict developmental stage theory.  Others see him as a learning theo​rist and an Aristotelian, as we noted in Chapter 1.
  Whatever the interpretation, he represents the continuation of a venerable tradition and his personal portrayal of that position and his compelling examples add to his appeal.  Almost everyone likes Piaget.  But what did he really contribute?


We all know that children are not adults, but in what ways are they different?  Are the differences merely quantitative, as John B. Watson held? Is a child just a less-knowledgeable and skillful adult?  Or are children qualitatively different - do they view the world and themselves in fundamentally different ways than do adults?  This is a foolish way of putting things and the answer to both questions is actually "yes."  Children generally know less than do adults and their world is different.  But the same can be said if the comparison were between an adult French intellectual and a fan of NASCAR racing.  Piaget would have agreed, but he is usually interpreted as believing that the world of the child and the adult are fundamentally different.


Piaget
 used Hegel's progression from thesis to antithesis to synthesis to illustrate his position.  He believed (correctly) that the behaviorists' thesis included genesis, or development, without structure, or organization.  The antithesis that he chose was Gestalt psychology, which stressed structure, but paid no attention to development.  The synthesis, Piaget's genetic struc​turalism, includes both genesis and structure.  Throughout his writings he emphasized the importance of activity in mental development - to "know," one must "act upon."  The child trans​forms objects and they transform the child, just as John Dewey and John B. Watson
 believed.  Even the cognitive stages he proposed feature activity.

tc  \l 1 "Stages\: An Old Idea                                         # "Stages: An Old Idea   


Many have proposed stages of mental development, occurring in both phylogeny and in ontogeny.  Aside from Herbert Spencer's
 "evolutionary associationism," there is Hobhouse's
 doctrine of "mind in evolution." He proposed evolutionary stages of mental development progressing from "assimilation/readjustment" to "con​crete experience/practical judgment" and ending in "systematic rational thought."


An even more Piagetian-sounding proposal is found in the works of James Mark Baldwin around the turn of the 20th century.  Cairns and Ornstein
 pointed out the obvious similarity between Piaget's views and those of Baldwin, as well as the fact that Piaget acknowledged Baldwin's priority and influence.  Baldwin posited a stagewise cognitive progression from the prelogical stage to the logical stage - during the latter the processes of assimilation and accommodation characterize a schema through which the world is experienced.  


This is Baldwin's theory, not Piaget's, and terms he used go back at least to Kant and Herbart, as we have seen.  As ever, the schema is a set of beliefs built up through experience and repeated confirming experiences (assimilation) and disconfirming or novel experiences, producing the alteration of the schema that is accommodation.  Baldwin's final stage was the hyperlogical stage, in which rational thought independent of concrete experi​ences is possible.  Baldwin's theory was based on observations of his own children.

tc  \l 1 "Piaget's Stages\: Aristotelian?                              # "Piaget's Stages: Aristotelian?   


The sensorimotor stage begins with the neonate, whose behav​ior is largely composed of reflex reactions and which often appears spontaneous to the observer.  Between one and four months the circular reflex appears.  This means that the occurrence of a movement provides stimulation for its recurrence.  A word may be endlessly repeated or a child may wave its arm over and over.  From four to ten months the second form of the circular reflex appears and the infant now acts to make interesting things con​tinue - keep a toy in view or maintain a sound.  From 10 to 12 months the infant begins to coordinate means and ends, so that "moving over there allows contact with a mobile."  Between 12 and 18 months the third form of the circular reflex is apt to appear - the infant can now discover new means.  From 18 to 24 months the infant comes to invent new means to achieve ends.  Piaget viewed this as signifying the appearance of representational thought that characterizes the second major stage.


Note that in the substages of the sensorimotor period the changes are brought about by the infant's actions.  Piaget be​lieved that a "dialectical construction" occurred - an inter​change between the infant and its surroundings, such that the infant acts on the world and the world reciprocates, changing the infant.
 
Piaget's preconceptual stage, lasting from approximately two to four years, represents the development of practical under​standing for the infant.  Action is important here too, as the infant moves and manipulates, learning to sort, compare, and order the objects around it.  In so doing, it gains a practical understanding of the concepts of space and time.  It can name and classify objects, but lacks concepts, as we ordinarily understand them.  Its experience during this time produces what we may call "intuitive" knowledge and corresponds to what Skinner later called "contingency-shaped" knowledge.  To say that real concepts are missing means merely that the rules defining classes of things are not clearly known.


Though the preconceptual stage seems an intuitive one, Piaget meant something different by the intuitive stage.  During this period, roughly from ages four to seven years, some concepts are learned but others, such as transitivity, conservation, and reversibility are lacking.  One may ask a five-year old kinder​garten boy how many boys and how many girls are in his class.  He is apt to tell you that there are more boys than girls and more boys than children.
  He will also report that water poured from a short fat tumbler to a taller and thinner one is now greater in volume and that a ball of clay gets bigger when it is stretched into a long roll.


Piaget's intuitive child is also egocentric, such that most verbalizations are self referring and the child is unable to take another's point of view.  For example, the child seems unable to describe scenes as they would appear to a doll viewing the scene from a different part of the room.


From seven to eleven years children progress farther toward adult thought.  Concepts of transitivity, reversibility, and conservation are learned and the child thinks you strange when you ask whether there is more water in the taller but thinner tumbler.  More than before, the child can verbalize rules and explain why successful methods work.  Problems can be solved through planned experiment, rather than only through the trial and error of the earlier stages.


The least accepted of Piaget's stages is the final one, that of formal operations.  From eleven years on, adult thought devel​ops, if only that can be characterized.  Piaget assumed, naively, that thought could be defined in terms of use of symbolic logic.  For that, critics strenuously attacked him and most believe that the critiques have been devastating.
  In 1955 Piaget proposed a set of 16 binary operations whereby propositions which may be true or false are subjected to a logical analysis by the adolescent.  Basic principles of identity, negation, reciprocity, and correla​tivity form an "algebra of logic."

tc  \l 1 "Problems With Piaget                                        # "Problems With Piaget    


Piaget wanted to emphasize the freedom of formal thought from the concrete situations and objects that characterize juve​nile thought.  He was pursuing Plato's goal, eager to deal with abstraction and relations that were independent of relations among particulars.  But the thought of adults need not be in the form of the logician's logic and Piaget's proposal that it did take such form has virtually no contemporary support.
 



He was a man of many insights and many have profited from them.  His final summary of "Piaget's Theory,"
 published posthu​mously, clearly shows his Aristotelian dialectical interpretation of epistemology and the influence of James Mark Baldwin.  But fol​lowers often take his developmental stages far more literally than he envisioned them.  He did caution against attempting to "push" a child into the next stage until it was ready, but a teacher may interpret this as meaning that a five year old is incapable of understanding the concept of conservation!  In truth, since the progression from stage to stage depends largely on the child's activities and experience, chronological age differences are not really boundary markers.


More seriously, some charge that Piaget seriously underesti​mated the capabilities of children because of his methods of assessment.  Consider what it means to ask a five-year old girl whether there are more girls than children in her class.  Is her understanding of "number" really up to it?  Could the question be phrased differently so that the child could demonstrate a knowl​edge of conservation?
  For example, a child a few days old can reach for and grasp objects, though Piaget believed that only simple reflexive activity occurred at that age.  Similarly, an older child may reach for an object several feet away, suggesting that it has no proper conception of space.  Yet, its hand is closed when reaching for such an object and open when reaching for an object within its range.  Is the first case "reaching" or "pointing?"
 


Piaget's faith in symbolic logic in adult thought made him congenial to information processing theorists, toward whom he felt kindly.  And his reliance on stages characterized by specific cognitive structures, or schemas,
 made him popular with cogni​tive psychologists of many kinds.  His emphasis on action and dialectic change is often lost among the cognitive structures, so he has never been as popular with behaviorists as he might have been.  All in all, it is little wonder that his views have been influential for so long.

tc  \l 1 "Piaget at the Turn of the 21st Century           
# "Piaget at the Turn of the 21st Century
   

Piaget's thesis that there are broad-ranging, general stages of development seems increasingly implausible.


Evidence against aspects of Piaget's theories accumulated from the 1960s through the 1990s - inevitable, given that his was the theory of cognitive development.  Gopnik summarized the main criticisms in a way that few would dispute.  First, she wrote, Piaget's thesis that there are broad and quasi-universal stages of development "seems increasingly implausible."  Second, as we saw in Chapter 9,
 children seem capable of conceiving abstract things like distance and object constancy far earlier than Piaget supposed. Even newborn infants have some comprehension of their surroundings.  Third, Piaget underestimated the importance of social interaction and language in cognitive development.  Final​ly, assimilation and accommodation, as used by Piaget, seem too vague for modern eyes.  

tc  \l 1 "Post-Piaget Is Still Better Than Pre-Piaget                 # "Post-Piaget Is Still Better Than Pre-Piaget    


Piaget will live in the introductory books for many years, even though his theories are no longer influential.  Or are they?  His theory may have been superceded, but its essential features live on in at least two forms.  After all, Piaget was in Aristo​telian in important ways
 and Aristotle can't become passe, any more than Plato can.  Consider the successors of Piaget.
 

tc  \l 1 "The Theory Theory                                           # "The Theory Theory     


The oddly-named theory theory, espoused by Gopnik and oth​ers, proposes that the development of knowledge in the child occurs in the same way that theories arise in science.  Actually, this means that children are rudimentary scientists and that their world views at various ages are representations that "ex​plain things" well enough, much as Newton's mechanics explained things well enough.  Of course, astrology explains things "well enough" for some tastes and so children's preposterous views are paralleled in the views of adult humans, if not scientists.  


As Gopnik construes the process, Piaget's assimilation and accommodation appear as reactions of the child-theorist's "theo​ry" to new information, as Piaget held, one might think.  But a "thoroughly modern" twist is added, since the effect of new information is treated as are new findings affecting a Kuhnian paradigm!
  As anomalous findings force the defenders of a scien​tific paradigm to adjust their theory, new information forces the child to change its paradigm by assimilating or accommodating.


Theory theorists point to changes in cognitive development of intuitive biology, physics, and psychology, much as did Pia​get.  Unlike Piaget, they find no broad changes in understanding; instead, a child's "physics" may be far more sophisticated than its "psychology."
  Also unlike Piaget, theory theorists believe that children are capable of induction and logical/causal reason​ing much earlier than Piaget assumed.

tc  \l 1 "Modularity                                                  # "Modularity   


The "theory theory" does not depart far from Piaget, at least in comparison with the theory of modules, a view that adherents view as similar to Kant's philosophy of mind.  Rather than a buildup of "representations" of the world and its rules, this theory proposes that we come with a set of "innate struc​tures," or "modules," or whatever name we wish to use to refer to Kant's categories, or a priori Anschauungen.  These are "trig​gered" by the stimuli of experience, but that done, they produce "mandatory representations."  The leading light and exponent of this theory is Fodor and he presented it in a semipopular book in 1983.


Now, one can be a nativist and suppose that we come into the world set to learn language and to apprehend a three-dimensional world existing in time.  But, according to such a view, experi​ence would modify our initial representations.  However, Fodor and the "modularity thinkers" view modules as unmodifiable - aspects of language, perception, and notions of mind itself are unchangeable.  More than Kant's categories, this seems a resur​rection of Descartes' clear and distinct ideas.
  Hence, children born into a radically different world, where parallel lines cross, gravity is unreliable, and perspective is no guide to depth would still apprehend a world like ours, at least as far as would be possible.  This epitomizes the nativist view that John Stuart Mill and Helmholtz despised.  Oddly, it resembles John B. Watson's theory of childhood, since it assumes that children are "little adults."  What Fodor calls representational systems are essentially the same in infancy and childhood. 


Actually, developmental changes may appear as maturation of new "modules," or be produced by improvement in "information processing" abilities.  And, in some versions of modularity, modules may develop in different ways depending on external circumstanes.  But the module is still "triggered," so it still "unfolds," so to speak, though its subsequent form may vary.  

tc  \l 1 "Language                                                    # "Language   


A perhaps more interesting issue concerns the relation of thought to language.  One may ask whether language is merely a tool that depends upon and mirrors thought or whether language exerts a great influence on thought.
  Finally, one may view thought and language as essentially independent.  Answers to these questions obviously depend on how one defines both language and thought and they influence the answers to many other ques​tions.  If you believe that language merely mirrors thought, then you agree with Titchener's
 explanation for the failure of ani​mals to talk - they have nothing to say!  If you believe the second statement, that language greatly influences thought, then you should find the Whorf/Sapir hypothesis interesting.  If you prefer the third view, that thought and language are essentially independent, you agree with John B. Watson's thesis.
  For him, thinking was "talking to oneself," but talking was not restricted to verbal behavior and thinking and talking, as usually con​strued, could go on independently of one another.

tc  \l 1 "The Whorf Hypothesis                                        # "The Whorf Hypothesis   


Benjamin Lee Whorf was a brilliant amateur linguist whose college degree was in engineering and who spent his working life as a fire insurance adjuster for The Hartford insurance company.  His job allowed a great deal of travel and in the course of those travels he made studies of Mayan and Inca hieroglyphics, as well as of the languages of western American Indians.  Though he was highly respected in academic linguistic circles, he adamantly refused to accept academic appointments.  Much of his work is known to us only because Bernard Sapir, a linguist, gathered Whorf's papers and published them after Whorf's death.  The point of view expressed is therefore commonly called the Whorf/Sapir Hypothesis.


Whorf was convinced that societies embody their views of reality - their ontology - in their languages and transmit this view to their children as they pass on their language.  This language thus represents a metaphysical position and shapes the perceptions and thoughts of the user of that language. As we saw in Chapter 7, Whorf criticized Kant's assumption that all humans are born with "modes of apprehension," particularly evidenced in our space/time framework.  Whorf pointed out that some societies, like the Hopi of the American southwest, do not have those "a priori" categories.  Their language contains no references to time and space and their verbs have no tenses.  Were they to learn English, all that would change, since English is predicated on a spatio-temporal reality.  


The language that teaches us to cast things in space/time form also influences our thought in many other ways.  In a famous and simple example,
 Whorf noted that many fires occurred because of the ways that workers labeled things.  An "empty" gasoline drum was considered "safe" and a full one was not; hence, a careless match around an empty drum was no hazard.  Needless to say, the drum may have been empty of gasoline, but not empty of fumes.  Proper danger signs on the drums reduced the frequency of accidents.


In his comparison of Amerind (American Indian, including Eskimo) and SNE (standard normal European) languages, Whorf concluded that language not only labels thought, it influences it greatly.  To no one's surprise, eskimos use many words to refer to what we call "snow," and so do the residents of Rutland, Vermont.  The Aztecs had only one word for "snow, ice," and "cold."  Would a speaker of Aztec who had no experience with other cultures perceive and think about snow differently from an Eskimo?
  Or is the individual experience of the two simply different and therefore each labels experience differently?  Does language just let us talk about our experiences or does it help determine what we know and think?  

tc  \l 1 "The Alternative to Whorf                                    # "The Alternative to Whorf   


This is a question that has "cannot be unambiguously an​swered" written all over it, largely because the question is not a yes-no matter, but a question of degree.  Of course language influences perception and thought - everyone agrees that stereo​types are important.  But is the labeling provided by society as important as Whorf claimed it was?  The consensus of opinion during the last quarter of the 20th century was that Whorf was wrong and that
 

language can influence us...but its effect is to communicate ideas, not to determine the kinds of ideas we can think about.

What a dope! Those who agree with Anderson's view believe, as does Anderson, that language is restricted to words - verbal activity as written or spoken or heard.  Hence, they argue that thinking must have occurred in prelinguistic cultures and lan​guage merely added the ability to communicate these thoughts.  


This is clearly a narrow view of language and, far from contradicting the Whorfian view, it seems only to complement it.  Surely, the Whorfian does not claim that infants and other non​verbal people are incapable of anything that could be called thought by someone!  But when language appears, whether it is nurtured in the child or explicitly taught to the nonverbal adult or to the chimpanzee, its influence on thought is decisive.  Bearing in mind that the party line decided against Whorf,
 consider some of the research carried out to test his theory.


A frequently-cited example concerns color names and supports the Whorfian view.  Long ago Brown and Lenneberg
 showed that people can better remember and communicate names for a small number of "basic colors." Basic colors are those for which we have commonly-used names and the 11 colors are: black, white, red, green, yellow, blue, brown, purple, pink, orange, and gray.  Rarer color names, such as puce, magenta, and turquoise, are "less codeable" colors.  Basic colors are more "codeable," in Brown & Lenneberg's terms, and for each of them there is some widely-agreed upon best exemplar. That is, there is a "best red," a "best green," and so on, and these ideal values are called focal colors. We learn to name focal colors and the color groups they represent and these are the colors we see, remember, and report. This is what Whorf suggested was the case.


Other societies live in different circumstances and may train their young to use different color words.  Would members of such a society perceive and remember colors differently?  This question is perhaps incapable of answer, judging from research designed to do so.  But it happens that a stone age primitive people, the Dani, live in New Guinea and use only two essential color words: mili for dark, cool hues and mola for bright, warm hues.  Do they perceive color more crudely than do speakers of English?


A study that is frequently cited as damaging to Whorf's hypothesis was carried out by Rosch.
   She found that the Dani people, though they have only two names for colors, can learn to label colors with nonsense syllables.  She reported that those colors most readily named are those that we treat as focal exem​plars - red, yellow, green, and so on.  She concluded that they perceive exactly what we do, since they find it easier to name colors that we find easy to name.  In another experiment by the same author,
 subjects viewed single color chips for five seconds and then, after 30 seconds, tried to select that chip from a dis​play of 160.
  Heider presented the task to 21 Dani females, while an assistant tested the American subjects, 12 females and 8 males.  The Dani were selected to be users of only "mola" and "mili" as color names.  


What was found, according to Rosch, and according to the countless textbooks and chapters describing her findings, was simple - the Dani were far better at recognizing, remembering, and identifying focal colors than they were dealing with internominal or boundary colors and that is exactly what happened with the American subjects.  Referring specifically to this finding, Ander​son concluded:
 

Thus, it appears that despite the differences in their linguistic terminology for colors, the Dani and English speakers see colors in much the same way.

Give it a rest, John and Eleanor!  The Dani see colors in much the same way, despite the differences in language?  We might note one aspect of the data that never seems to be mentioned and that is the overall performance of the Dani, lacking color names, compared with the Americans.  Consider this rendition of Rosch's Table 2:

--Figure--


One can instantly see that the Americans and the Dani were very, very different.  The Americans were indeed better with focal colors, by a ratio of approximately 2:1.  And when they made a mistake, it showed in the longer response latencies.  Reasonably enough, correct response latencies were least for focals and most when boundary colors were used.  When errors were made, latencies were long and about the same for the three kinds of colors.


Now look at the Dani!  This is what happens when your colors are either "mili" or "mola!"  Your latencies are really, really short, since mili/mola decisions don't take long, do they?  And, while the Dani focal/other colors superiority was on the order of 4:1, they were still so bad that it hardly matters!  Rosch called the big effect the focal-versus- other ratios, but what would you call the big effect?  Were the Dani performances so like the Americans that we can conclude that, despite their language, they see colors as we do?  Spare me, Eleanor.


Now of course there is evidence for primary colors such as red, green, blue, and yellow that are more noticeable to homo sapiens than to other species.  And the Dani did indeed do better with those colors.  But overall their best was still worse than the worst of the American performances
 A subsequent experiment in the Heider series examined the ease with which Danis learned names for colors.  Clan names already familiar to subjects, 17 males and 2 females, were paired with 16 colors.  Five trials a day were run using the method of serial anticipation with feedback until the color name pairs were learned to a criterion of one perfect run - hardly a demanding criterion.  The mean number of errors per color for focal versus internominal colors was 7.3 versus 9.9.  The seems like a trivial difference, but many trivial differences gain legitimacy when they are significant at the .01 level, as were these differences.


As a sidelight of Experiment III, Heider found differences in the accuracy with which Americans and the Dani dealt with focal colors, such that these colors seemed differently salient, in descending order: 

· Americans: orange, yellow, red, blue-brown, green, pink-purple         

· Dani: orange, yellow, red, purple, green-pink, brown, blue 

The series don't look the same to me either.

tc  \l 1 "Whorf Was Right
# "Whorf Was Right   


My colleague, H. R. Pollio,
 and I seem the only people in the world capable of considering the Whorf hypothesis in a rea​sonable way.  Or maybe not.  Heider repeatedly noted that previ​ous color studies supported Whorf, but they were flawed because they failed to use the most highly saturated values for each color - that is, the deepest red, for example, with the least white light in it.  So perhaps Heider's data were specific to her bizarre super saturated colors, even if her data were worth a hoot.  That would mean that it is post-1972 textbook writers and authors of reviews who have perpetuated the false conclusions associated with her name.


Her final experiment, if it means a thing, shows only that the Dani can learn to name colors as we do.  It has no bearing on what they see and think about before such training.  And besides, names for colors are not the best examples of what Whorf was talking about.  His argument is more persuasive when we consider time and space, concepts which turn out not to be universal.  That was done in Chapter 7, where we saw that the Hopi Indians have no words for space or time, explicitly or implicitly in their language.  Hence, the assumption that language merely names what is universally known cannot be correct.  According to Whorf, Hopis who learn only that language have no conception of Newton's world of space and time, though it seemed so inevitable to Kant and to Rosch.

tc  \l 1 "McClelland and Need for Achievevement\: Hull in Action
# "McClelland and Need for Achievement: Hull in Action


  

It is not book-learning young men need, nor instruction about this and that, but a stiff​ening of the vertebrae which will cause them to be loyal to a trust to act promptly, concen​trate their energies: do the thing.

It takes some nerve to discuss McClelland in the context of the motivation industry, for which he has no respect and whose approaches over the years about forming strategic alliances he has always rebuffed.  McClelland finds both professionally and personally bothersome the industry's habit of making fantastic claims about how people can satisfy their greed.


Pop motivational/self help books have been ubiquitous during the nineteenth and twentieth centuries, reflecting people's belief that they can change their lives, albeit with some coach​ing.  And they are willing to pay for that coaching, even when the "motivational authority" to whom they turn is no more than the modern incarnation of the snake oil merchants of the nine​teenth century.  David McClelland is not one of those bunko artists, though he has had ample opportunity to join the academic side of motivational huckstering - he has had no connection with the "leadership" cultists.  At the same time, he showed how motivation could be meaningfully assessed in commercial applica​tions and he corrected errant theorists in academic areas.
 


McClelland spent half a century studying that part of moti​vation that appears as striving for success.  He spent long terms at Wesleyan and at Harvard - and still worked at Boston Universi​ty in the 1990s.  Despite every opportunity, McClelland has never taken part in the "pop/self help" motivation business.  He has also turned down offers from other organizations when he consid​ered their plans to be short-sighted and ill advised.  That was the case when he was asked to help prepare a general examination to be taken by hundreds of thousands of people on a single day and then rapidly scored.  The examination was supposed to assess motives and McClelland knew that a multiple-choice exam couldn't. So he turned down the chance to help the fledgling Educa​tional Testing Service (ETS) devise mass tests for motivation.  At the same time, he criticized that organization's obsession with mass testing and assessment of scholastic aptitude, as is done with the SAT, an examination known to every student. That exam was the heart of ETS, who since 1948 has tested millions upon millions of students, who have answered billions of multi​ple-choice questions.  The correlations between SAT scores and college GPAs have been sufficient to predict future scholastic achievement, since it tests current educational achievement.  McClelland knew that the SAT has nothing to do with "aptitude."
 

tc  \l 1 "Origins of nAch Research
# "Origins of nAch Research   


Henry Murray was born to great wealth, educated at Groton and Harvard, and capped an undergraduate degree in history with a medical degree.  He went on to two years learning surgery and five years gaining a degree in chemistry from Cambridge.  By age 34, he had been on the faculty at Harvard for a year and had received his doctorate in chemistry.  But in 1924 he had read Moby Dick and the symbolism and obsessions therein converted him to Freud and then to Jung.  He became a personality theorist.
 In 1938 Murray compiled an inventory of the needs of Harvard undergraduates, categorizing them as viscerogenic (primary drives) or as psychogenic (secondary drives).
  More importantly, he developed methods for the assessment of degrees of need, the most important being the Thematic Apperception Test, or TAT. The TAT was developed by Murray and his lover, Christiana Morgan, who drew some of the TAT pictures.  Murray meant for the pictures to call forth fantasies - as did Freud's method of free associa​tion - that would expose the unconscious motives of subjects.  During WWII, he worked with the Office of Strategic Services, the precursor to the CIA, developing methods for selecting spies.  


David McClelland came from a far different background, son of the president of a small Methodist women's college in Jackson​ville, Illinois, who escaped the Midwest and earned a doctorate at Yale.  His dissertation was on the memorizing of nonsense syllables.  He was working and teaching in Philadelphia during the war - he had become a Quaker and conscientious objector - when he ran across Murray's work.  After the war he was a profes​sor at Wesleyan, aiming to investigate motivation.  


He came to be a close friend of Murray's, but their goals were wholly different.  Murray seriously pursued the Freudian goal of uncovering the unconscious, so as to understand the Freudian (or Jungian) mind.  McClelland was a graduate of Yale in experimental psychology at a time when Clark Hull was at the peak of his influence.  Such people do not deal with Freudian minds.  McClelland wanted to show that the TAT could provide a better assessment of motives than could be gotten by simply asking people what their motives were.
  The TAT cards are published by Harvard University Press and come in a blue box with a warning that they are not to be "pub​licly displayed" and that they "may be purchased only by author​ized persons."  Lemann described the cards like this:
 

Here we have a series of black-and-white drawings and photographs reproduced on stiff cardboard, which have the unsettling quality of tapping into some reservoir of insoluble anguish within every human soul.  An unconscious naked woman with big breasts and flowing hair lies on a bed; next to the bed stands a man in a necktie, turned away from her, his face buried in the crook of his arm.  A teenage boy dressed in a suit stands in an operating theatre where a doctor holds a knife poised over a patient's abdomen; a large rifle floats over the edge of the picture.  A woman stands in a doorway, shakily, with her head in her hand.  A beautiful, seductive woman embraces a handsome, supermasculine man, but he turns away with a look of dread on his face.  


Other cards are less interesting, depicting a boy staring over the top of the book is reading, men who appear to be working on a machine, and a teenage boy sweeping the entrance to a store.

Subjects look at such pictures and are then asked to "write a story" about each of them.  The stories are then analyzed to gauge the kind and degree of motives possessed by the subject.  The rationale is the same as that for any projective test, such as the Rorschach, that seeks to elicit responses indicative of the sub​ject's motives, attitudes, fears, and so on.  


McClelland and his colleagues assume that cues in the pic​tures arouse pain, pleasure, fear, or other affect because they have previously been paired with affect.  For example, the pleas​ures of eating are paired with all sorts of cues, such as the sight and smell of food.  When one of these cues appears by it​self, it produces part of the affect present when eating occurred in the past.
  McClelland viewed the partial reaction produced by the cue as an instance of Hull's fractional anticipatory goal response.
  The partial reaction acts as a motive for the full affect, or Hull's goal response. McClelland discussed this inter​pretation more fully in his 1985 paper.

tc  \l 1 "TAT Versus Questionnaires
# "TAT Versus Questionnaires   


McClelland has long believed that the TAT and other projec​tive tests assess different things from what is assessed with questionnaires.  Questionnaires are easy to give, easier than scoring TAT responses, and do tell us something.  But what that is can only be the subject's "self-attributed motives," verbal rendi​tions of the subject's understanding of the bases for action.  The fact is that people are notoriously inaccurate providing such explanations.
  What they provide is a script or schema or other culturally-supplied account - it is often no more than verbal justification for something that really depends on other causes.  


McClelland concedes that questionnaires may assess what he calls "operant" responses, by which he means "voluntary," and "conscious."  Such responses may well correlate well with other such responses to other questionnaires and that "opinions predict opinions,"
 There has been controversy over the last decades of the 20th century between McClelland and his allies, who argue for the TAT and others, including Atkinson,
 who accept questionnaires.  McClelland believes that the TAT and questionnaires assess what people actually do, in the first case and what they say they will do in the second case.


Those who favor questionnaires tacitly or explicitly accept the view that "motivation is motivation" and that the TAT and questionnaires measure the same thing, although in different ways.  Since questionnaires are easier to use, why not use them?  But McClelland demonstrated, for example,
 that the TAT predicts better what people actually do and used beepers to track subjects who had been assessed on need for affiliation (nAffil).  When periodically checked, those who had tested high on the TAT were more frequently with other people than were those who scored high on a questionnaire, but not on the TAT.


Spangler
 carried out an analysis of 105 experiments, out of the thousands that have been done concerning nAch.  He concluded that the TAT and questionnaires did indeed seem to assess differ​ent things and that McClelland was substantially correct in argu​ing for the TAT as the better predictor of actual performance over appreciable periods of time.  Questionnaires, soliciting subjects' conscious opinions of their motives, may be suitable when specific incentives are present and a specific task and goal is involved.  That is not the kind of motivation that most of us care about.

tc  \l 1 "Training nAch\: Legitimate?
# "Training nAch: Legitimate?
  

 *(MISSING LINE) thought that was smart as hell.


Since achievement need is acquired, there is no reason not to attempt to train those low in nAch.  The idea began to come to McClelland in 1958, reading a doctoral dissertation written by R. W. Burris, a student of B. F. Skinner.  The work was titled "The Effect of Counseling on Achievement Motivation."
  Burris claimed to improve grades after training to increase achievement themes in TAT stories.    


The same year, in Italy, McClelland met Timothy Leary, a former West Point cadet who had become a psychologist and who would later leave Harvard after scandal surrounding his use of and advocacy of LSD as an agent of "consciousness expanding."  In 1958 he taught that people should be taught to cheat on IQ tests, since a higher IQ score means a higher IQ.
 This followed his view that the mind is a constantly changing thing, not a static "faculty."


All of this led to McClelland's creating an achievement motivation training course based on the premise that if one walks, talks, thinks, and acts like a duck, or like an achieving person, one is a duck or an achiever.  He took a year's leave from Harvard and planned to spend the 1963-1964 academic year in India, Tuni​sia, and southern Italy, underdeveloped areas where nAch habits had not taken hold.  When funding from the Agency for Internation​al Development fell through after the death of President Kennedy, money was obtained through John Kenneth Galbraith, a Harvard colleague and then ambassador to India.  With an assistant, David Winter, 200 businessmen from Kakinada, India were brought 200 miles to Hyderabad for two weeks of nAch training.


Three-to six-week courses were also carried out with busi​nessmen from Vellore - they included lectures and exercises aimed at building nAch.  The lectures described nAch, went over cases of conspicuous achievement, and presented demonstrations.  The exer​cises asked the men to think and act like high achievers, to write stories exemplifying achievement, and to play games in which they were urged to take risks and set goals.  They wrote essays laying out career goals and means to achieve them.
  Two years later, 135 new jobs were directly attributable to the training and the stand​ard of living of thousands was raised - according to the authors.  And all this through training businessmen to "act like" high achievers.  What exactly does that mean and do we all want to act in such a way?

tc  \l 1 "What is a High Achiever?
# "What is a High Achiever?   


A person who scores high in nAch wants personal responsibili​ty and clear goals that are neither too easy nor too difficult to achieve.  And that person wants concrete and clear and rapid feedback.  What kind of occupations fit such wants?  Such a person could not be happy in an endeavor that required a long-term com​mitment, as is the case in athletics, the arts, science, politics, or anything requiring years of effort.  Those endeavors also involve uncertain goals and less immediate feedback - an artist may have to wait years for the art show and the athlete must always wait for the big match or game.  A writer must endure rejection slips, perhaps for years or decades, fixing attention on a goal that may never be achieved.  There will be no Nobel Prizes won by those high in nAch.


The person who wants personal credit and blame, moderate and clear goals, and clear, rapid feedback, is the relatively small-time entrepreneur.  This kind of person opens a small business and sells real estate or manufactures things to sell or manages a franchise where effort expended can make a difference.  McClelland sees such folk as the backbone of the free enterprise system and the key to a booming economy.

tc  \l 1 "Cognitive Psychology\: The 19th Century Continues?
# "
Cognitive Psychology: The 19th Century Continues?  


In 1997 Clark Glymour, a worker in cognitive neuroscience, offered the following observation:
 

One January a few years ago, shortly after the governor of Arizona had been impeached and the Exxon Valdez had spilled its cargo around Port Arthur, I had one of those uncanny experiences reserved for the people who read old news.  Paging through the San Jose Mercury for January 1917, I came upon an article describing the impeachment of the governor of Arizona and a report of a large oil spill at Valdez, Alaska.  Nietzsche, it seems, was on to something, the Eternal Return, the no news under the sun, the history repeats itself sort of thing.  I have had similar uncanny experi​ences over the last few years reading bits of the literature of cognitive science as it has emerged in our time, and reading in the same years the literature of physiology, psychology, and psychia​try in the closing years of the 19th century.  

Perhaps that answers a question that we posed at the beginning of this book: Why study the history of psychology?  

tc  \l 1 "end
# "
NEED TO INSERT POSNER ON LAW, HOPKINS ON ADVERTISINGtc  \l 1 "end
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Radical Behaviorism Is More Prevalent Than You Might Think

Who Might Have Authored These Statements?

· “Mind” is used as explanation when we are ignorant of causes.
· As we become more sophisticated, we refer less to mental states.
· We progress when we replace mentalist explanations with behavioral ones.
· Thoughts are often irrelevant to actions.
· There is nothing mental about free will.
· Premeditation does not require mental activity.
· “Responsibility” is a social phenomenon.
· Mentalist views are dangerous.
· Others can often understand and predict our actions better than we can.
These are the statements of Richard A. Posner, a judge of the U.S. Court of Appeals for the Seventh Circuit and a senior lecturer at the University of Chicago Law School.  His 1990 book, The Problems of Jurisprudence, shows that radical behavioral views are more widespread than most of us realize, extending even to reinterpretations of law and the administration of justice.  Posner doesn’t cite Skinner nor refer to behavior analysis, but the tenets of radical behaviorism are evident in his writings.  I will describe other accomplishments of the radical behavioral view in areas outside the EAB that should give us encouragement.  

I’ll also argue that the constant pressure to fundamentally change the focus of the EAB so as to include mediators of various kinds (i.e., theories) should be resisted.  I,
 and others have commented on this pressure, which has been exerted for a very long time.  For example, Leigland
 wrote in 1997 that a recent issue of JEAB devoted to the nature of reinforcement was rife with papers arguing for recourse to “underlying causal mechanisms.”  Those are mediators and their use is not unusual - indeed they have been the dominant mode of explanation for thousands of years.  But this was JEAB in 1993, one of the very few journals that promotes radical behaviorism, indeed, the journal that speaks for modern behaviorism.  Should the EAB change so fundamentally as to incorporate mediational theories?  It would be ironic indeed if such a change occurred just as radical behaviorism gains favor in areas outside the EAB.  

Look at the rest of psychology, which relies on mediators: drives, intrapsychic forces, personality traits, cognitions, and pseudophysiology!  It’s an embarrassment!

tc  \l 1 "Radical Behaviorism
# "Radical Behaviorism  vs Methodological Behaviorism

(Is it really necessary to mention this? - You bet it is!)


While there are as many “cognitive psychologies” as there are textbook writers, there are really only two “behaviorisms.” 
 Methodological behaviorism is the kind most often described and criticized by outsiders - it has never been characteristic of  B.F.Skinner’s thinking.  Oddly, it is often accepted by applied behavior analysts.
  Radical behaviorism is very different and that is the name of Skinner’s view.    


In 1945 Skinner published a piece
 on the operational analy​sis of terms in which he attacked the prevailing logical positiv​ist philosophy of science, which had produced what he called methodological behaviorism.  This is the view that there is a distinction between public and private events and that psychology (to remain scientific) can deal only with public events.  This is the "arid philosophy of truth by agreement;" something is real if at least two observers agree.  Methodological behaviorism accepts the mind/body distinction, assumes that “private” means “mental,” and leaves the mind to philosophers and the clergy.


We frequently read or are told that Skinner held the views of the methodological behaviorists and "wouldn't let us study the mind because it is unscientific,"  Even in 1998 and in JABA!  That is absolutely false and it is irritating to be told.  Indeed, Skinner presented his own position, radical behav​iorism, in contrast to methodological behaviorism!  Radical behaviorism is Watsonian, in that it doesn’t distinguish between private and public events.  It treats "seeing" as an activity similar in kind to walking.


Skinner surely didn’t deny the existence of private experi​ence, any more than did Watson, but he did deny the mind/body dualism of the mentalists and the methodological behaviorists.  Thinking is something that we do, just as walking is something that we do and we do not think mental thoughts any more than we walk mental steps.


That part of the world within our bodies is difficult to describe because society has a difficult time teaching us to name it.  How can a parent, who tells us that a ball is "blue," tell us that we have a stomach ache?  The parent must assess public accompani​ments, such as swellings or wounds, collateral behavior, such as wincing or crying out, verbal reports established by past teach​ing, when questions like "where does it hurt?" are answered, and metaphors in verbal reports, such as sharp pains or dull aches.  


I would think it unnecessary  to bring this up in 1999, but Lamal’s 1998 comment makes it clear that many behavior analysts still believe that private events and behaviors are not available to radical behaviorists!

Characteristics of Contemporary Radical Behaviorism


In 1997 Leigland described the characteristics of radical behaviorism well and contrasted it with its nasty counterpart, methodological behaviorism, in.  I choose to characterize radical behaviorism as follows:
Radical Behaviorism Involves No Dualisms

By this I mean that there is no separation of mind and body (metaphysical dualism) and there is no distinction between knower and known (epistemological dualism).  The material/mental distinction is moot - what is basic is experience and that is activity.

It Deals With Dynamics, Not Statics

The subject matter of psychology is best viewed as activity, or behavior.  This view has been held by some thinkers for millennia, but it has always been the minority opinion.

Radical Behaviorism Accepts No Mediators

The static view assumes that “things”, “statics,” are essential if we are to understand activity.  Mediationism is the according of special causal status to gratuitously inferred events.  It is what Skinner criticized as “cognitive psychology.”  Such things as memories, images, expectancies, sensations, percepts, cognitions, habits, representations, and so on are only a few of the countless mediators that have been alleged to underlie our observable activity.  Radical behaviorism allows no mediators and cannot allow them if it is to remain radical behaviorism.

Private Experience Is Included

Personal experience does not occur “inside us;” or “outside us;” it merely comprises activity that may not be visible to others.  As Skinner wrote, “the skin is not an important boundary” and private activity is the same in kind as public activity.  We may often predict and influence the private activity of others, just as we influence their (and our) public activity.

“Mental” As Temporal Extension*

The private/public distinction is acceptable, referring to real entities.  The mental/physical, or mind/body distinction is a false one, since “mind” is wholly fictional.  Rachlin has followed Aristotle in making a convincing case for the equivalence of “mental” and “observable activity extended in time.”  

Traditional Operant Conditioning Terms Have No Special Status

And They Are Functionally Defined

The few terms introduced by Skinner in 1938 and those added since are not sacred.  In fact, the most basic terms, such as “stimulus,” “response,” and “reinforcer” were used by the mediational learning theories, such as Clark Hull’s, with a very different meaning from that of behavior analysis.  The “three-term contingency” may have served its purpose and now merely lends misleading connotations to the EAB.  Such connotations lessen the plausibility of behavioral interpretations.  “Stimuli,” “responses,” “reinforcers,” and other terms are functionally defined, they are not designated in advance.

Reconceptualizations Congruent With Radical Behaviorism


All truly reasonable people, given enough education and experience, eventually become radical behaviorists, though they may have never heard those words.  Thus, we find exemplars in areas outside behavior analysis.  I will briefly describe examples in law, social psychology, and cognitive science that seem unknown to most behavior analysts,

Radical Behaviorism and Law

Richard Posner is a distinguished jurist, a judge who has thought deeply about human thoughts and motives.
  He understands radical behaviorism very well and advocates a behavioral approach to the dispensation of justice.  Tied with this is his advocacy of pragmatism, illustrated in his discussion of belief and the causes of action.


As Peirce argued over a century earlier 
, action is the key to belief and to meaning.  A statement has meaning, we believe it, and therefore are prepared to act on it.  Without belief and action, words are only words. Posner suggested that even the idea of “mind” has no consequences, and may therefore be best dispensed with.  He proposed that in a way that could have been written by B.F. Skinner:

Obviously most adults and older children can and do speak without vocalization (that is, can “conceal their thoughts”) and form mental images.  But this barebones concept of mind, which essentially equates mind to consciousness, is different from the idea that there is a something, the “mind,” which is the locus of intentions, the invisible puppeteer, the inner man or woman.
  It is that idea which may have no consequences for law and should perhaps be discarded, despite the law’s emphatic...commitment to it.


...I suggest that we often use the word “mind” (either in the weak sense of consciousness or in the strong sense of intentionality and control) not to name a thing...but to cover our ignorance of certain causal relationships.

That was Skinner’s opening argument in 1953
, though Posner cited none of Skinner’s works - perhaps Hume and Wittgenstein were enough and perhaps he was unaware of Skinner’s arguments.  Posner went on to suggest that we attribute minds to cats because we hope that we can predict and influence the cat’s behavior by so doing, just as we can anticipate and adjust to people’s actions by assuming that they have minds like ours.
Posner went on with a Skinnerian analysis:

                       One could argue that as law becomes more sophisticated, states of mind should play an ever larger role in liability.  Our understanding of the mind may improve - maybe we will learn to read minds.  But maybe there is nothing to read, or maybe we are not interested in what the murderer was thinking when he pulled the trigger.  If we take seriously the actor’s adage that no man is a villain in his own eyes, we can expect to find, if we ever succeed in peering into the murderer’s mind, an elaborate, perhaps quite plausible, rationalization for his deed.  But so what?  We would punish him all the same.  The social concern is with the deed...rather than with the mental state that accompanies it.


Finally, though he never cites B.F. Skinner or Howard Rachlin, Judge Posner proposes that we not only lack real “liberty,” but that others may understand our actions better than we do.  This section is titled Behaviorism and the Judicial Perspective and begins with Posner’s noting that behaviorism, which relies on external, rather than internal causes, seems antithetical to the “self-conscious” activity of a judge.  But there is no inconsistency, he explains, since we commonly predict correctly what another will do without any knowledge of that person’s conscious experience.  In fact, we often can predict accurately “even when the person himself is undecided.”  Can others predict your behavior better than you can do yourself?


When the parent or probation officer or psychologist predicts the behavior of another better than does the child, parolee, or patient themselves, it is not because the predictor knows the contents of the individual’s mind - that is irrelevant, says Posner.  But the expert or parent has information that the individual lacks, either because of lack of training or experience or because of emotional involvement.  Perhaps more important, people routinely misrepresent their motives to themselves, pretending to be  less concerned with status, money, and other base things than is actually the case.  And we  think of ourselves as braver, less selfish, and more ethical than we actually are.

THE BIG COVER STORY

Robert Hopkins

Allstate Research & Marketing Center

Menlo Park, California

Among scholars in psychology, today’s predominant faction calls itself cognitivism.

Because of World War 2, a similar contrast arose in business around 50 years ago in two important areas: Factory training and marketing research. Subsequently, companies switched back from efficient use of behavior science to a kind of feeble pre-war cognitivism. The switch was so complete that now people younger than 50 know virtually nothing of the behaviorists era in business and its economic advantages.

In the corporations, the change to cognitivism pushed marketing and training costs way up for a given increment of productivity. In the universities, business education turned toward intellectual fantasy and away from objectivity. These historical turns were not seen as flights of fancy but as triumphs of liberty.

During World War 2, on-the-job training in factories had to use a number of efficient behavior-centered methods that they found repugnant. And after the war’s end when the consumer market revived, researchers discovered behavior-focused methods which efficiently determined customer demands… but these methods, too, seemed repugnant to most users.

After rather brief experience, both skill trainers and marketers switched from effective behavioral methods to inadequate “mental” alternatives for subjective reasons. In both cases, the single mind fallacy provided the cover story.

The common theme of these three takes on semantics is the fallibility of verbal and other symbolic discourse about facts.


The enormous efficiencies of the TWI (behavioral) methods had no carry-over in American practices, although they were successfully exported to Japan by MacArthur who took seriously the need to help that beaten country to economic self-sufficiency.  When the war ended, trainers in the U.S. dropped the process of designing discovery experiences and administering rewards.  The old practices, mainly verbal lectures, were revived.  Trainers here didn’t, after all that experience, come away with better insight into efficiency than their pre-war intuitions.


The cover story for the turn away from better to worse training methods was rather vague.  Robinson and Schroeder inquired about it but only heard a few negative reasons: Corporations faced no intense post-war competition that made efficiency a major criterion of success.  


In abandoning TWI, trainers rejected training methods on the claimed basis of intuition --- they seemed wrong despite their successful experience during the war. ….

But, in turning away from TWI efficiencies, teachers of motor skills misplaced their specialty into what is now cognitivism.  Or, we can say that they turned away from biology to pursue the sort of psychology that dwells on a “lofty level of ideation as only mankind is capable of.”


For psychology as a science of both behavior and mind, the late 1950s broke the 20th Century into two periods.  The first was marked by major behaviorist breakthroughs and the second by cognitivist reaction and retreat from the benefits of those breakthroughs.


Effectively, agencies turned to what proved to be easier and more profitable – searching for ideas to sell to their client executives.  The agencies saw that they didn’t need good consumer data for the latter purpose, just those client service skills that include schmoozing, sales hype and team-player optimism.  We now primly call much of this “networking.”  It is very verbal.


(If effective behavioral methods dominated) In marketing, many advertising agencies and media firms would close.  Telephone and mail survey organizations, too: The work of writing questionnaires and interpreting answers will largely disappear.  Many of the veterans of marketing and consumer research wouldn’t be able to adjust because their aptitudes for talk and autocratic dispositions will not be right for conducting tests with physical response methods.

Consumer “Act-Good” Responses in Pre-tests and Subsequent Consumer pretest methods have been developed that appear to achieve accurate sales forecasts.  Evidence so far is limited to small bodies of data, but behaviorist theory appears to account for the accuracy.

Conventional research methods, relying on verbal interrogation of consumers about preferences and buying intentions, have not provided highly accurate sales forecasts.  Recent years have produced several

highly accurate sales forecasts.  Recent years have produced several unconventional alternatives that offer evidence of high accuracy – 95 percent or better.  Yet, for several reasons, loyalty to the conventional methods has been persistent.


There has been at least one historical occasion when the inadequacy of today’s standard consumer research was appropriately assessed…and the research abandoned.  McNeil (1974) recounted the history of the U.S. government’s termination of a program of measuring consumer purchase expectations because the verbal data were not sales-related enough to be useful in policy decisions.  Details of the methods and results were reported by Juster (1966):


Regardless of the wording or combination of questions, only half of the consumers who said they were certain to buy did so.  As much or more of the sales volume later proved to be accounted for by consumers who said that they did not intend to purchase the products (autos and major appliances).

Behavioral Methods: Wesley
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Bogart (1986)…ridiculed the conventional researcher with a paraphrase: “In the immortal words of the TV newscaster announcing the results of a call-in ‘poll,’  ‘We know these figures are wrong, but we thought you’d like to have them anyway.”
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