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Science, Application, & Theory: Pavlov, Guthrie, & Hull

Ivan Petrovich Pavlov's venerable appearance at Yale's International Psychological Congress was no anticlimax to his visit at Harvard's International Physiological Congress (Time, Sept. 2).  The psychologists showed the old gentleman great respect.  Though they knew of him only at second hand (through the behaviorists), though he spoke in Russian and in highly technical terms...they applauded him tremendously before and after he spoke...

Questions to be Answered in Chapter 16

1. How did Americans misunderstand Pavlov’s theory of the “mind of the glands”? In what direction did conditioning in America go instead?

2. What does it mean to call the body a living machine?

3. How do Konorski’s dog and Kimmel’s paradox provide evidence for Pavlov’s inhibition?

4. What is meant by “what is learned is what is done”?

5. According to Guthrie, how can abnormal psychology be normal?

6. How are toleration, exhaustion, and incompatible stimuli used to change habits?

7. What was significant about the movements of the cats in the Cats in a Box experiment?

8. Why did Hull utilize a hypothetico-deductive model in developing his postulate system?

9. In Hull’s view, how might a biological machine show knowledge, purpose, and foresight?

10. What influence did Spence’s theory of incentive behavior have on Hull? What other lasting contribution did Spence make?

11. How did Miller and Dollard demonstrate that imitation is dependent upon reward?


Watson mentioned "conditioned responses" frequently in his writings promoting behaviorism and he referred to Pavlov's re​search in doing so.  But examination of his applications of condi​tioning
 shows that he was not really familiar with Pavlovian conditioning.  He had company - Horsley Gantt, a physician who translated Pavlov's lectures in 1927,
 estimated that fewer than a half dozen people understood Pavlov's work in the 1920s.
  


But by the 1980s classical conditioning achieved what one writer
 called a "hegemony" in psychological and physiological research.  In large part this was due to the success of condition​ing methods in medicine and in other practical areas.  This oc​curred because Pavlov was correct in rejecting Descartes' mind/body dualism, arguing instead that the mind and body are inseparable.  Aristotle had already told us, but it was a lesson long forgotten.


During the 1930s behavioral theories grew in popularity, par​ticularly the S-R associationist behaviorisms that Skinner would later combat.
  Edwin Guthrie's one-trial contiguity theory was almost a philosopher's behaviorism that began with a single, simple principle that could be applied to all psychological phe​nomena.  But the applier, like those who applied Humes' empiri​cism, needed the sagacity to make the application.
 
Clark Hull's theory, though outwardly more complex and impos​ing, was in fact far simpler and it dominated psychology for several decades of the middle 20th century.  Its great influence and appeal stemmed largely from the fact that it meticulously spelled out each application, so that sagacity was the last thing a user needed.  Indeed, Hull claimed no originality and merely tried to formalize the already-prominent behaviorist position.  Edward Tolman proposed a so-called "cognitive behaviorism" that was, in retrospect, different from Hull's only in detail.


By the 1960s a "cognitive revolution" was announced, but it too was only another wrinkle in the fabric of the S-R behaviorism of the preceding decades.  By the 1990s only those hopelessly out of touch seriously believed that a revolution occurred - though textbooks continued to portray  revolutionary doings.
  In fact, the 1960s simply saw one primitive kind of behaviorism seem to become something new, but the change was restricted to vocabulary.  Behavioral mediational theories became cognitive mediational theories, as Hineline and Wanchisen described it.
  We begin with Pavlov, no behaviorist, though he was treated as one.  Westerners never really understood him, but "they applauded nonetheless."

Pavlov
 

Pavloff.  Ivan Petrovitch Pavloff (Pavlov or Pawlow - take your choice of Russian translitera​tions), physiologist, Nobel Prizewinner and indu​bitably the most distinguished living scientist of Russia, sailed from New York for France, July 14, on the Majestic, after a series of mishaps that would furnish plot for a modern Comedy of Errors...Scarcely had he set foot on our soil, in company with his son, Dr. Vladimir Pavloff, a professor of physics...when he was robbed at the Grand Central Terminal of $2,000 - all his ready cash...Commenting on his trying experiences, Dr. Pavloff said he was going back to Russia, where there is "law and order."...Pavloff is 75 years old, tall, white haired, majestic, active.


Ivan Petrovich Pavlov was born the son of a priest in Ryazan, Russia in 1849 and began his higher education at a theological seminary.  He then attended Petersburg University and finally the Imperial Medical Surgical Academy, where he earned a medical degree in 1883.  His research on the physiology of digestion won him a Nobel Prize in 1904 and an international reputation that prepared an enthusiastic reception for his psychological work.
  


Hence, he was well known when his Conditioned Reflexes
 appeared in translation in 1927.  Americans had heard news of the conditioned reflex and some had made use of it in theoretical writings.  But few grasped its real significance and even today it is rare when Pavlov is understood by American psychologists.  He was not the "Pavlov" you have encountered in psychology textbooks.

Body as Living Machine

  

Pavlov created the body and breathed into it the mind.

Soviet psychotherapy has developed under condi​tions entirely different from those in foreign countries and in pre-revolutionary Russia.  It is being built on the basis of dialectical material​ism, a materialist teaching of higher nervous activity, the unity of the mind and body, and the determination of consciousness by the conditions of life.


The philosophy of the past several centuries had passed on the legacy of Descartes, a legacy that lives on in our commonsense views of the mind.  According to this view, which is really the only one that we are taught, we each have (or we are) a mind trapped in the physical structure of a body.  We are "ghosts in machines."
  We all do regard the body as a marvelous machine that is constantly carrying out all kinds of complicated functions, but it is still a machine.  Like Descartes, we effectively treat the body as dead and inert, no different from a robot, clay that is not really "us," that is animated by a supernatural ghostly "mind," made of different stuff.  


Pavlov's views, and those of his colleagues, were quite different.  For them, the body is also a machine and it is also marvelous, but it is a living machine and there is all the differ​ence.  A body composed of living parts does not require a separate ghost/mind to guide it.  There is mind, of course, but it is the product of the workings of the living body - it is not a separate entity.  This was also Aristotle's view and it implies, among other things, that there are no specific ailments that should be classed as psychosomatic.  Psychological and biological (somatic) factors are inseparable, so all disease is psychosomatic.  Can any biological malfunction fail to influence the psyche?  Can psychic influences fail to influence the body?  Regarding bodily illness, Platonov wrote: "...in light of the theory of the unity of mind and body any somatic disease is indissolubly connected with the state of the patient's higher nervous activity."


Given a mechanical (living) body and its functioning (the mind), how do we understand its workings?  Pavlov believed that this was the business of physiology and that the psyche was best studied through investigation of the physiological activity of the cerebrum.  Pavlov's work showed how the adjustments we make as the conditions of the world change around us can be understood as the workings of an integrative mechanism, controlled largely by the cerebral cortex.  The significance of Pavlov's work was seen differently by early American psychologists.

Americans Misunderstood  


We have seen that it was widely agreed after the turn of the 20th century that psychology must pass beyond the sterile analysis of consciousness, which had largely occupied the field until that time.  Sensations and images as the basic elements of analysis were therefore abandoned and psychologists began to stress action, function, and adaptation.  The news of Pavlov's work promised a new and objective unit of analysis - the conditioned reflex.


Pavlov had the insight to see the significance of a common and trivial occurrence.  As recounted in countless textbooks, popular articles, and cartoons, Pavlov noticed that his dogs salivated when things that had previously accompanied food were present.  Thus, the attendant's footsteps, the sight of a food dish, or the sight and smell of food provoked salivation and general agitation.  Pavlov had already won the Nobel Prize for his work in digestion, so it was natural that he would concentrate on salivation, rather than other food-anticipating behavior.
 
Such salivation represented a learned reflex, which Pavlov first called a "psychic reflex," and it was just that bare fact that was of such interest to the Americans.  At birth, or after a period of maturation, we have a set of reflexes that do not depend upon the conditions of our individual experience - they are "unconditional."  


Instead of the sight of food, the sound of a bell, of bub​bling water, or of the word food can become a signal, or condi​tioned
 stimulus, as can electric shock.  Thus, new cues can call out old reflexes.  Can we then account for all of our behavior and experience as the accumulation of conditioned reflexes?  If we decide that we can, we part company with Pavlov.  Here is the real story.

The “Mind of the Glands”


Pavlov was nominated for the Nobel Prize by the Finnish physiologist Robert Tigersteht for his showing of the “influence of psychic moment” on the digestive glands and the interdependence of mind and body.  At that time Pavlov was besieged by dozens of physicians who were anxious to advance their careers by obtaining an academic doctorate.  Their knowledge of physiology was superficial but almost 100 of them spent more or less time in Pavlov’s research group at the Military-Medical Academy in St. Petersberg.  He assigned them projects in what was a “factory” research environment.


In late 1896 S. G. Vul’fson was assigned by Pavlov to work out the mechanisms controlling salivation and it was Vul’fson who discovered the unusual “mind” of those glands.  When edible food was introduced to the mouth, the secretion of the glands depended on the nature of the food and its dryness - dry food meant more salivation.  This purposeful reaction also occurred in the stomach, where the gastric glands and the pancreas varied their secretion, depending on the nature of the food introduced.  All of these digestive glands reacted similarly to inedible substances, with little secretion that was the same in volume for different substances.  And in all cases, the reaction occurred only when the food or nonfood was in the digestive tract; the reaction was entirely physiological.  


But Vul’fson found that the salivary glands reacted differently to different foods and to nonfeed substances even when visually presented - when he “teased” the dogs.  We have no direct control over the salivary glands, yet they react to things that we see and smell - they, alone among glands, have a “mind” in some sense!  Vul’fson proposed that the salivary glands’ psyche “sorts out,” “arranges,” and “judges” stimuli.  Pavlov need a psychiatric expert to follow up this project and so recruited an expert neurologist/psychiatrist from the Alexander III Charity Home for the Mentally Ill to study the “mental life of the glands.”


A. T. Snarskii had both medical and university degrees and presented Pavlov a thesis in 1901 that described what psychologists construed as “mind.”  He cited Loeb, Sechenov, William James, and Wundt, arguing that the salivary glands possessed no true mind, since they were incapable of will, choice, and judgment.
 Snarskii explained salivary “mind” as merely visual association and elementary memory, not “conscious choice.”  


Pavlov obtained another expert, I. T. Tolochinov, who also already had a PhD and worked a few afternoons a week.  It was he who discovered extinction of the CR and who point out that Crs have been observed in the “knee reflex” and the eyeblink reflex - in both cases these were “reflexes at a distance.”  Pavlov called them conditional reflexes.  Later
 Pavlov would recall that Snarskii had held to the mental interpretation, lending thoughts, feelings, and desires to the salivary glands, while Pavlov had held to the physiological view.  This was false - in reality, Snarskii had opposed the mentalist interpretation of both Vul’fson and Pavlov.  It was Snarskii and Tolochinov who made the case for a biological interpretation of “reflexes at a distance.”


In any event, the CR in itself was not an end and Pavlov never believed that it might serve as a unit of analysis.  That was preposterous.
Conditioning in America   


Yet, early American psychologists did propose such a possibility.  From their point of view, one's personality is simply compounds and sequences of reactions to conditioned stimuli (CSs).  This includes private experience, since the CR to food, or to other UCSs, includes the thought of food and the pleasures of eating.


American researchers and theorists adopted the vocabulary used by Pavlov and concentrated on the specific conditions that produce Pavlovian conditioning, later called classical condition​ing, or simply conditioning.  This led to endless parametric experiments carried out through the twentieth century.  For exam​ple, Pavlov found that the CR developed faster if the CS slightly precedes the unconditioned stimulus (UCS) by a second or so.  But it may still occur when far longer delays are used.  But Pavlov did not ask what is precisely the best delay between conditioned and unconditioned stimuli. Americans were very concerned, since the answer could provide clues concerning the minimum time for neural transmission in a nervous system conceived as a network of single associations.  This was not Pavlov's nervous system.


Western researchers have concentrated on similar details of the conditioning process, such as the effect of the strength of the CS and UCS, effects of motivation, and so on, in hope that once we understand the details of the classical conditioning process, we will understand the basic mechanism of association.  This reveals a faith that the most fundamental principle in psy​chology is the law of association by contiguity.  This research has led to findings of interest, but it was not Pavlov's view.
 
Pavlov's irritation with those who failed to appreciate that brain physiology involves integration, not simple association, was plain in his attacks on them.
  Razran
 detailed the objections that Pavlov and his followers raised against American interpreta​tions of classical conditioning. 

Sherrington and the Integrated Nervous System   


In 1906 Sir Charles Sherrington published a book describing the workings of the spinal nervous system, The Integrative Action of the Nervous System.
  The book had two main effects: First, it established the reflex as the basic unit of spinal physiology by showing the effects of the synapse on neural activity.  Sherring​ton in fact named the synapse.  Second, Sherrington showed how the spinal cord acts as a unit of integration, coordinating the activ​ities of individual organs.  This process, which he called inte​grative action, cannot be understood simply by reference to indi​vidual reflexes or collections of them.  Sherrington spent weeks considering the title for his Silliman Lectures at Yale and subse​quent book and he purposely left the term "reflex" out of the title.
  This was because he did not want to mislead readers into believing that individual stimulus-response reflexes are impor​tant.  Integrative action is important.


Sherrington viewed organisms as living in a sea of stimula​tion that constantly call out reactions.  As sensory receptive fields are stimulated, conflict constantly arises, since stimuli affect reflex arcs that are incompatible.  For example, a touch on the skin may provoke both flexion and extension of a limb.  When this happens, as it continuously does, competition arises for access to the motor tract, the final common path.  First, stimula​tion of a receptor that leads to flexion of the biceps, for exam​ple, also sensitizes nearby receptors whose afferent arcs also cause flexing of the biceps.  Sherrington called this immediate induction and Pavlov treated it as stimulus generalization.


As the competition continues, one set of afferent arcs must win and let us suppose that the biceps contracts and the arm flexes.  The antagonist muscle group, the triceps, is actually more flaccid than when it is at rest, since flexion of one muscle group is accompanied by reciprocal inhibition of the antagonist.  As time passes, the inhibited muscle becomes more sensitive and easily provoked, so when the biceps relaxes, the triceps reacts strongly, overshooting its resting level of tension.  This after​effect Sherrington called successive induction and Pavlov called "induction."  Others called it "Pavlovian induction."
  


Hence, integrative action is a maintaining of an equilibrium through the mechanisms of excitation and inhibition, immediate induction, reciprocal inhibition, and successive induction, not merely "stimulus and response."  The mechanism applies to all of our movements controlled by the spinal cord, so these processes occur constantly at many levels with every move that we make, whether it is typing, cracking an egg, handling a delicate teacup, 
However, the principles of integration apply only to the action of the spinal cord, believed Sherrington, and he was ada​mantly opposed to application of these or any mechanical princi​ples to the cerebrum, since that is where the mind lives!  Bi​zarrely, in the last chapters of his classic book he attempted to show experimentally that the images from the two retinas never join in the nervous system, so there must be Descartes's "mind" to do the joining.  This had been known to be wrong since Helmholtz's time - the images of the retinas do join in the visual cortex - and Pavlov angrily denounced Sherrington's attempt to preserve the brain as the home of magical entities.

Inhibition in the Brain   


Inhibitory action in the nervous system was a controversial issue during the 19th century, despite the 1846 demonstration by the Weber brothers of the inhibitory action of the vagus, the Xth cranial nerve, on the beating of the heart.  Sherrington had made the case for inhibition in the spinal cord and Pavlov was going to use the same behavioral/observational methods to show the interac​tions of excitation and inhibition in the brain. 


Pavlov believed that his data showed that excitation and inhibition are brain processes aroused by UCSs that become at​tached to CSs.  So a reliable signal for food or for electric shock is very excitatory and might be called a strong CS+, noting that the "+" means that it is a strong signal, not that it signals something "good."  A reliable signal for no food or shock would become strongly inhibitory and might be called a strong CS-, realizing that the "-" means that it signals "no UCS."

Konorski's Dog   


Pavlov's evidences for inhibition are complex and difficult to describe, so we will consider only three interesting and easily described cases.  The first was described by Jerzy Konorski,
 a Pavlovian who ran a physiological institute in Warsaw.  Imagine a hungry dog that is occasionally fed a small bit of food and this always occurs just after a green light flashes.  At other times a tone is sounded briefly and no food is ever delivered.  When neither tone nor light is on nothing happens and during this period and during periods when the tone is on the dog appears to be waiting for the light.  Soon the light becomes a CS+ and the tone becomes a CS-.  What of the no tone nor light periods?


Is that interval also a CS-?  There is no response from the dog, just as is the case during the tone, which explicitly signals "no food."  The problem with the notion of inhibition is that it is not obvious whether lack of response means that inhibition is present or simply that excitation is absent.  And inhibition means an actual suppression of responding that would otherwise occur.  


When offered food during the light, the dog eats and it eats when food is offered during the no-stimulus interval.  But when offered food just after the tone, the dog refuses - it turns away and if food is forced on it, it spits it out.  This indicated to Konorski that the tone elicited an "anti-eating" response, since it has become a reliable predictor of "no food" - inhibitory.

The Paradox of Inhibition   


A second phenomenon associated with inhibition has been called the "paradox of inhibition."  In delayed conditioning a CS is presented and remains on during a delay period and a UCS is then presented.  For example, Kimmel
 presented human subjects tones that remained on for a few seconds until the painful elec​tric shock that was the UCS was delivered.  One component of the response to such a UCS is perspiration, which can be measured as a change in skin conductance, the galvanic skin response (GSR).
  As trials continued, typically to a dozen or more, The GSR diminished and in some cases even decreased to levels below baseline.  That is, the subjects appeared to be more relaxed than they were before the experiment began.  How can that be?


Pavlov believed that stimuli present when no UCS ever occurs become inhibitory - the CR is suppressed.  In delayed condition​ing, the delay interval itself never features a UCS and it there​fore becomes inhibitory, as does the CS present during its dura​tion.  You might wonder whether this can be, since the same tone is present through the delay and when the shock comes - doesn't that make it excitatory, since it is paired with shock?  In fact, that is the case during early trials with food or shock or other UCSs and the CR occurs throughout the interval.  But over a few trials
 the CR diminishes in the early part of the interval, so that a "scallop" pattern of response appears - a pattern of in​creased responding through the interval.


Given that, it makes sense that if the interval is suffi​ciently brief, responding may be suppressed through the whole interval and even during the UCS itself, even when the UCS is painful shock.  Kimmel found that when the shock was presented alone, a strong UCR occurred and the subjects reported pain.  And they reported that it was painful even when their GSR had dimin​ished.  But they also reported "organism-wide tranquility!"


Kimmel's findings are only one instance of this effect that was reported originally by Pavlov
.  Humans show the effect when a noxious puff of air is the UCS and the CR eyeblink comes to be inhibited.  Dogs show it when they refuse to eat when the interval between CS/UCS trials is reduced from ten minutes to 90 seconds.  But, if a different CS+ is presented, they "ate avidly," as they did when no CS was present.  In all of these cases, the CS specif​ically inhibited the CR and the UCR.  

Real Experimental Neurosis
   

March 19, 1929

   Physiologist Pavlov has reached the point where he can create a nervous system in animals similar to the nervous states of man which border on insanity.  He is now applying his results to the reconditioning of the insane and the education of the mentally deficient.  


A third inhibitory phenomenon played a large part in Soviet psychiatry and was interpreted as the result of conflict between excitation and inhibition.  Experimental neurosis may be produced by presenting an impossible discrimination problem, the original involving a circle and an ellipse.  Dogs were presented a circle with food and an ellipse without food and their salivation to the CS+ and CS- was recorded.  They quickly learned to salivate only during the CS+.  Gradually, the stimuli were made more similar, as the ellipse was made more nearly circular, until the subject could no longer distinguish between the two shapes.


This should not be particularly upsetting, one would think.  Food comes with the CS+ no matter what the dog does and food does not come with the CS- no matter what the dog does.  And the dog cannot make itself salivate, any more than we can.
  


Perhaps there should be no ill effect, but there was one.  When the forms can no longer be discriminated, the dog becomes agitated, barks, salivates, bites at its harness, and generally goes berserk.  To prevent injury, the dog is removed and placed in a kennel, where it may remain "insane" for months or years.  Are there parallels in human life?

Pavlov's Brain: Fields on the Surface of the Cortex   

Mach Bands    


Before briefly describing Pavlov's theory of brain function, consider the neural unit model proposed by the physicist Ernst Mach during the 19th century and recently adopted by researchers in sensory physiology.  The latter include Bekesy,
 Hubel and Wiesel,
 and Ratliff,
, all Nobel Prize winners.  Mach had pro​posed in 1897
 that the fundamental unit of sensation is not the point sensation, but a "neural unit" composed of a center of excitation and an inhibitory surround.  Hence stimulation at a point on the skin, for example, produces sensation in a zone surrounding the stimulus and depressed responding surrounding that zone, acting to isolate the excitatory part, so to speak.


One reason for this proposal was to account for simultaneous brightness contrast and the accompanying Mach bands that occur.  When you look at a surface of bright white that abuts a very black surface, the white is whitest and the black is blackest along the border - this is one version of Mach bands.  Mach proposed that neural units spread across the retina viewing such a display would be capable of producing these bands.  All units fire in proportion to the amount of light stimulation striking them, so the units viewing white fire far faster than those viewing black.


The inhibition surrounding each excitatory center affects that unit's neighbors and is proportional to firing rate.  Hence, a unit in the midst of the white field is maximally inhibited by its neighbors and the counterpart in the black field is neither stimulated nor inhibited very much.  Consider the units along the border, however.  On the white side, the border units are inhibit​ed by their neighboring white units, but not much by the black units, since their firing rate is low.  This means that the white units can fire faster than neighbors on all sides and thus gener​ate more inhibition on them, which lowers their firing rate and further releases the border white units from inhibition.  That ac​counts for the bright band.  The super inhibition from these units suppresses the firing of the black border units, and that accounts for the black band.  That was Mach's theory in 1897.  We will see that it was similar in general features to Pavlov's theory of 1927, a fact noted by Ratliff.
 

Pavlov's Fields   


Following Sherrington, Pavlov believed that the interaction of excitatory and inhibitory influences was basic to the working of the cortex.  Years of research led to a summary model, based on cortical electrical fields, just as the Gestaltists were proposing at about the same time.


The representations of CSs in the cortex may be excitatory or inhibitory, depending upon whether they explicitly predict UCS or no UCS.  With repeated pairings or CS-alone presentations, the Excitation and inhibition grow stronger and three stages of devel​opment appear.  In the first, weak excitation and inhibition spread, so that what we would call generalization occurs - a weak CS+ will increase responding to a Weak CS- or CS+ that follows it.  The same spreading of effects occurs very late in training, after many days or weeks of experience.  The more interesting phase occurs in between these two.


With moderate excitation and inhibition the spreading of effects is replaced by concentration; the concentrating of excita​tion around the cortical representation of a tone, for example, means that only tones very similar to it will be affected by generalization and thus elicit a CR.  What also happens is that a presentation of a CS+ causes a decrease in the response to a CS- or CS+ that follows it and the presentation of a CS- causes an increase in the CR to a CS+ or a CS- that follows it.  In short, the aftereffects
 are opposite in direction to the effect of the CS.  These sequential effects are Pavlovian induction and have been shown to occur in many conditioning situations.
  Ratliff noted that the cortical representation proposed by Pavlov - excitatory centers/inhibitory surrounds, and the reverse, is the neural unit model!  How comforting that Pavlov should reach the same conclusion that sensory physiologists would reach decades later. 

Classical Conditioning in Medicine
 

Your feet, your muscles, your lungs, all your body has not yet forgotten and keeps saying to the brain, when the brain wants to lead it along the same hard path: No, I shall not come, I have suffered too much on this path.  And the brain accepts the refusal, obeying without arguing the silent language of its comrades.

 
Bykov used the quote from Guy de Maupassant to express the notion of the "living machine" that characterized Pavlov's think​ing.  Since 1928 the Russians studied interoceptive conditioning, or the conditioning of internal organs.
  American researchers came to appreciate the medical applications of this work in the 1980s, when applications to diseases of the immune system were accidentally discovered.  The treatment here must be brief, so we will consider only four cases of the thousands available.


First, Bykov
 showed that it is easy to classically condition basal metabolic rate, assessed by consumption of oxygen.  Human subjects did stups onto a stool forty times in two minutes and oxygen consumption was assessed.  The command, "Get ready for the experiment" always was given two minutes before the command, "Begin work" was given.  The first command quickly became a CS, producing a CR increase in oxygen consumption of 250% during the first two days of training.  Hence, the familiar effect of "get ready, get set..." is a conditioned response.  The effect was not due to the "will" of the subject - other experiments showed that deep breathing and muscle tensing has negligible effects.


In a second of many experiments, Bykov injected a small amount of dilute HCL into the small intestine of a dog and paired that with electric shock to a hind foot. On interspersed trials, saline solution was injected and no shock was given.  Within 16 trials the dilute HCL produced a CR heart rate increase, while no reaction occurred to the saline.  How could this be?  Neither we nor dogs can taste the contents of our small intestine, so how could the dog distinguish what was injected?  Awareness aside, something was telling the heart that shock was coming. It brings to mind the Maupassant quote.


A practical application of conditioning of an internal organ was reported by Ince, Brucker, and Alba,
 whose patient was a 40-year old paraplegic man.  His spinal cord had been completely severed a year before in an accident and, among other things, he had lost control over urination and defecation.  Ince et al. knew that a strong electric shock to the lower abdomen can elicit reflex urination, hence, it can act as an UCS.


A mild shock to the inner thigh was used as a CS paired with the intense shock to the abdomen.  Remember, the patient was paralyzed and anesthetic, so the body parts involved were com​pletely separated from the brain.  But the procedure worked and the CS alond soon produced a strong urination CR.  Thereafter, the patient was able to control urination by applying the CS. To

maintain the effectiveness of the CS, it was necessary to pair the CS and UCS in occasional settings.But the patient was able to apply the CS hundreds of times (over days and weeks) before ex​tinction occurred and the CS lost its power.  Other studies con​firm the finding that interoceptive conditioning is long lasting.


Of the myriad applications of conditioning to medicine, none is more famous than that of Ader and Cohen
 finding that the body's immune system cab be conditioned.  Diseases like AIDS, MS, allergies, and a host of others occur because of a lack of immune response or an overly strong response.  Systemic lupus erythemato​sus, commonly called "lupus," occurs when the immune system reacts too strongly, so that healthy tissues are destroyed and death results.
 



Ader and Cohen were using the drug cyclophosphamide to induce nausea in rats, when they noticed their subjects succumbing to a variety of infections - the drug was depressing the immune sys​tems!
  They then applied the drug to mice bred to contract lupus and found that it extended their lives.  This benefit was due to suppression of the immune response, which they subsequently showed could be conditioned.


In brief, one group of mice (C100) received weekly pairings of a saccharine taste and an injection of the drug.  A second group (C50) received the same treatment, except that on half the occasions the drug was replaced by saline solution.  The third group (NC50) was treated as was the C50 group, except that the saccharine taste and injections occurred on different days.  A final group recieved only saccharine and saline, unpaired.


Their genes ensured that all mice would die, but the longevi​ty of the C50 group showed that the immune system suppression had become a CR.  Both the C50 and the NC50 mice had the same amount of drug, saccharine, and saline.  But the taste/drug pairing for the C50 group meant that conditioning could occur.  On average, the C50 group members outlived the NC50 mice by almost a month and a half - an increase of about 25 percent.


Ader and Cohen suggested that conditioning accounts for the placebo effects that have been reported for thousands of years.  We are accustomed to CS (medicine/doctor) -> feeling better, so that the "health response" becomes a CR.  Turkkan
 surveyed many cases of placebo that fit this mold, as well as some nocebo ef​fects that have been reported.  

The Hegemony of Classical Conditioning


That was the title of a review article by Jaylan Sheila Turkkan in 1989 that described research in a variety of areas, particularly medical applications.  In 1997 another review appeared, authored by Karen Hollis and updating Turkkan’s.
  Ader & Cohen’s impetus to “psychoneuroimmunology” was still considered a landmark and applications of conditioning to drug tolerance and addiction have received wider notice.


Pavlov had described drug CRs in 1927 but modern research was largely the work of Siegel, who demonstrated “opponent drug responses” that account for much drug tolerance and for some kinds of addiction.  For example, if mice (or humans) are administered a fixed dose of morphine before they are placed on a hot plate, the anestheia produced reduces the pain felt.  Humans can tell us that and mice demonstrate it by showing a longer latency before licking their paws, something that rodents do when placed on a hot surface.


When the same process is repeated 48h later, the anesthetic effect is less and after another repetition or two the anesthetic effect is lost completely.  That is the familiar effect called drug tolerance.  But Siegel showed that this tolerance is caused by an opponent response that is tied to the contextual cues present - it is a CR opposite in direction to the UR.  Hence, the analgesia produced by morphine is a UR and the CR is increased sensitivity to pain.  This is shown to be the case when the mice are moved to a different room - then the full analgesic effect occurs.
  Addiction to opiates and other drugs occurs when contextual cues evoke the opponent CR, which is unpleasant, since it is opposite to the effect of the drug.  This is withdrawal and leads to seeking of the drug, to escape the aversive withdrawal Crs.


If the opponent CR process is clear, it should be evident why the taking of morphine or heroine in strange surroundings is often fatal.  The usual dose produces a UR that is countered by a compensating opponent CR attached to situational cues.  In time the dosage of the drug is increased to counter this tolerance effect.  Then, in unfamiliar circumstances, the large dose is taken without the countering of the opponent CR and the result is a lethal overdose.  There are many references to this “enigmatic overdose” effect.

Pavlovian Conditioning, Behavior Therapy, & Panic


The only major form of psychotherapy that almost always works is the treatment of phobias through counterconditioning and systematic desensitization, a method credited to Wolpe.
  Of course, Watson and Jones used the method decades earlier and, in fact, Wolpe points out that Erofeeva, a woman researcher in Pavlov’s laboratory in 1912, actually first demonstrated the method.  She showed that electric shock applied to a dog’s body surface could become a signal for food and so produce salivation rather than flinching.


Wolpe first used counterconditioning in an experiment with cats in 1952.  Twelve cats were given pairings of a sound and electric shock and soon showed howling and spitting when the sound was presented.  The reaction did not fade with time, though, as Wolpe described the procedure decades later, the sound was not presented alone so no one knows whether extinction would have occurred.
  But counterconditioning did work: in the first of Wolpe’s cases of behavior therapy, the cats were deprived of food for 72h and then presented food (pushed toward them with an ebony rod) during the sound.  The treatment worked.


Wolpe and Plaud described another application of Pavlovian conditioning to psychotherapy, this time resulting in the establishing of a powerful fear reaction - in fact, a panic reaction.  The actual experiment was done long ago and by others.
  The CS was a tone and the UCS was an injection of succinylcholine, which produces an immediate respiratory paralysis!  The human subjects believed that they were “suffocating and dying,” a panic state if ever there was one.  A single pairing was enough to produce powerful conditioned responses and thus an artificial panic attack had been produced.  

Semantic Conditioning   


Razran
 informed American researchers of several areas of new knowledge derived from the work of Pavlovian workers during the first half of the century.  One area was interoceptive condition​ing, described above and another was the analysis of meaning. Semantic conditioning is a way of using classical conditioning to assess the similarity of meaning in words and symbols and in gauging what Razran called "meaning load."

Semantic Generalization  


This procedure involves establishing a CR to a word, sen​tence, or numerical expression as a CS+ and (usually) presenting a second CS which is made inhibitory by presenting no UCS with it.

The UCSs include food, a cold disk on the skin, and electric shock.  A thirteen-year old boy, Yuri, was conditioned to salivate to sentences and numbers.  For example, after the Russian words for "good" and "bad" were established as CS+ and CS-, respective​ly, a number of test sentences were presented with no UCS.  The CRs to the original CSs generalized to other stimuli similar in meaning - semantics - for the subject.


Yuri salivated when a sentence such as "The Russian army was victorious" or "Leningrad is a beautiful city" or "The enemy was destroyed and annihilated" was presented.  But he did not respond to bad things, such as "lazy or disobedient students."  The ini​tial training made it easy to assess what Yuri viewed as good and bad and would seem a marvelous method for interrogation.  It would seem useful, especially in assessing attitudes that may be uncon​scious, forgotten, or that the subject does not wished revealed.
 

Pavlov's Russian Rivals
  


Pavlov's method was to correlate gross behavioral functions with gross brain functions, unlike the traditional and rival neurophysiologists, who were concerned with nervous and synaptic conduction.  Pavlov did not keep abreast of this literature and was out of touch by 1920.  There was a lot of competition between the Pavlov School and the physiologists for research support.


Until the 1920s, dominant positions in academic physiology were held by the neurophysiologists - the so-called Sechenov School.  But they were displaced in the 1920s by the Pavlov School.  Inhibition was a key bone of contention.  The neurophysi​ologists claimed that the Pavlovians did not explain inhibition at all but only used it metaphorically.  These people were sometimes called the Wedensky-Ukhtomsky school and were based at the Insti​tute of Physiology at Saint Petersberg (Leningrad) University.  Pavlov was at the Military Medical Academy in the same city.


Pavlov's approach became dominant in Soviet science, from the 1920s until at least the early 1960s.  His followers believed that his work was genuinely based on a dialectical conception of the human organism.  In 1950 the Stalinists equated Pavlovian psychology with objective psychology and carried out a purge, led by Bykov and others, to eliminate offensive practices, such as the use of questionnaires and mental tests.  They also had views on brain function and the value of psychosurgery that conflicted strongly with American views during the 1950s.

Pavlovians and the Frontal Lobotomy   


In its September 15, 1952 issue, Time magazine reported on the controversial work of neurologists such as Walter Freeman of Washington, D. C.  He occasionally performed 200 transorbital lobotomies in as little as two weeks and his total had exceeded 1000 by 1951.  Many physicians criticized the use of this radical surgery and evidence subsequently showed that the symptoms that led to the surgery
 were no greater problems than the unwanted effects of the surgery.  While patients often experienced less anxiety, for example, they also became irresponsible, tactless, and lethargic.  Such operations are no longer done - the removal of a large mass of cortical tissue cannot help but have profound, and unwanted, effects on a person.


With that in view, consider the excerpt from Time, August 31, 1953, that accurately portrays the Pavlovian view of brain func​tion.  The article appeared at the height of the cold war with the soviets and the mocking attitude toward Pavlov now seems ironic, given the essential correctness of the soviet position.
 

Pavlov Rides Again.  At a mental-health congress in Vienna last week, before psychiatrists from 41 nations, Professor Nikolai Oserezski laid down the Soviet line: the brain operation known as lobotomy "is an anti-physiological method that violates the principles of humanity."

     Russian psychiatrists have long frowned on lobotomy, a drastic operation developed in Portu​gal and the U.S. but by no means approved by all Western specialists.  For a generation, Russia's doctors have been conditioned to follow, sheep​like, the late Ivan Petrovich Pavlov, of condi​tioned-reflex fame.  Following his patterns, they believe that if any part of the physical brain is damaged or destroyed, the mind is damaged beyond repair.  Lobotomy, argued Oserezski, damages the high brain centers and turns a human being into a vegetable.  He quoted a Soviet colleague as saying that it "makes idiots out of madmen."  He also put it in ideological terms: "By performing a loboto​my, the surgeon is guilty of propagating a thera​peutic nihilism.


For Pavlov and his school, the whole body is important incon​stituting the psyche.  It took Western psychology most of the 20th century to appreciate this.


Neobehaviorism: Application

A good starting point for the consideration of mainline behaviorism is the theory of Edwin R. Guthrie, a writer who showed the mathematician's preference for elegant simplicity.  His theory was eminently useful, but its apparent simplicity meant that it was like Zen - easy to describe, but difficult to grasp.

Edwin Guthrie's Practical and Homely Behaviorism





The principle of association is here compara​ble to the principle of gravitation.  Not many phenomena can be explained by gravita​tion but no phenomena violate its formula.  It will not predict which horse will win but no one of the entries will be found a noncon​formist.

There are no verbal directions for most simple performances, such as how to drink milk or tie a shoe.

Of what advantage would it be for the managers of opinion polls to know some ready means for classi​fying people as extrovert or introvert, as ascend​ant or submissive, as temperamentally radical or conservative?..This is highly doubtful...Their experience has shown that status, age, and occupa​tion are important determiners of opinion on specific issues ...When we know that a man is head of a family, has been on relief for one year, has a high school education, for 15 years worked as a carpenter, has been living in southern Illinois, we have a much shrewder notion of his opinion on politics, art, religion, and morals, and a much shrewder notion of his future and of his reactions to social situations than we have by learning his extroversion index, his aggressiveness centile, or his honesty score.


The popular and charming behaviorist Edwin Ray Guthrie was born in 1886 in Lincoln, Nebraska and graduated from the Universi​ty of Nebraska with a degree in mathematics and philosophy.  He taught high school mathematics for several years and then went to graduate school at the University of Pennsylvania.


Guthrie spent his career at the University of Washington where he served both as Professor of Psychology and, for a time, Dean of the Graduate School.  His theory is simple but powerful, at least in his hands.  He produced only a small fraction of the published work of others - Thorndike published 27 times the number of items.  And he had few real followers, only Virginia Voeks and Fred Sheffield could really be called Guthrians.
  However, he remains current and it is the rare learning textbook that does not devote some space to discussion of his views.
  Guthrie's theory of "one-trial contiguity learning" can be summarized in the single noun habit.  In a real sense he represents a continuation of the practical associationist psychologies of the 19th century.  

Guthrie Summarizes His Theory   


In 1942 Guthrie published a chapter on personality that appeared in a classic pair of volumes.
  There he described what he meant by behavior, acts, personality traits, habit, and stereo​typing.  His contribution to a volume on personality led him to describe his theory differently from other presentations and seems a good introduction to his thought.  Psychology is explained as the 

activity of muscles and glands, but that is not the language of everyday psychology.
 

In the strict sense all human behavior consists in muscular contraction and glandular secretion...But almost no one is interested in his neighbor's muscles and glands...What really interests him are the probable changes in his own situation that may result from his neighbor's activity...Most words for his neighbor's activity name not patterns of muscular contraction but common and typical ef​fects of such patterns.

These "interesting" activities are called acts and they are named for their consequences - going to lunch, driving home, telling a story - "achievements that might in each case be brought about by a wide variety of movements.  You can go to lunch in a wheelchair or by inducing someone to carry you.  The coin could be put in the slot with the teeth or the toes, or the right or left hand."
  Guthrie went on to say that the name of the act does not include a description of specific muscles involved or of their order and extent of contraction.  


Personality traits are even less specifically defined in muscle movements, as is clear when we say that someone is "lika​ble," or "honest," or "irascible."  "Honesty" does not name a pattern of muscular response but a large indefinite class of responses whose common property is that their verbal description will not excite widespread condemnation.  There are a million ways to be honest in any situation - not a million names of ways but a million or an infinity of actual patterns of movement."
  The "act" of honesty may occur in countless patterns of movement. 



Personality theorists like Lewin, whom Guthrie mentioned, ignore the most important part of personality - the role of learn​ing in the development of personality traits.  And learning has to apply to movements, not to acts.

What is Learned is What is Done   


It seems too simple to be true, but life is a series of variations on a central theme: stereotypy.  Whatever we do in a specific situation is what we will do when next in that situation.  Since literal repetition of a situation is impossible, endless variation in behavior is possible.  Consider an example.


"A boy enters a school in which there is on the playground little supervision and much bullying and fighting."
  A bully attacks him and his cries brings a teacher who rescues him.  The following week, when the attack is repeated, he will do what he did last - cry - since that remains his reaction to the situation.  But what if no teacher had rescued him and his crying had occurred to no avail.  He would have gone through a repertoire of other behaviors until each was exhausted, leaving only one, a violent attack on the bully that frightened him away.  That would remain his reponse the 

next time that a bully appeared.  What if the attack had not deterred the bully?
 

To threatening or disturbing events in the world the individual continues to react so long as the disturbing situation continues or until exhausted.  If exhaustion occurs and the disturbing situation is still present, we become habituated and learn to tolerate evils that were at first intolerable.


Once a habit is attached to a situation, the cues produced in the making of the movements may render the habit independent of the external situation.  For example, a woman may be wearing a tight collar while giving her first speech and she may pull at it while talking.
  

This mannerism may remain for years though all subsequent collars have been larger.  The movement was originally started and guided by the pressure of collar on the neck.  It now guides itself and can be started by odd components of the situation "beginning a speech."...Our style and manner of greeting acquaintances, telling an anecdote, making love, eating a meal, driving a car, selling an insurance policy, of doing anything that we do often, become more characteristic of us than of the situations we confront.

Abnormal Psychology is Normal  


The possibility that psychopathology is normal in a patholog​ical environment was not unique to Guthrie, of course, but he was unique in citing the unusual example.  He first noted that we are made uncomfortable when our teeth are unbrushed, when a rug is out of place, when a faucet is dripping, when a problem in arithmetic is unsolved, when one's clothing is too different from that of one's peers, or when a word is mispronounced.  Originally it may have been scolding from a parent or teacher or friend that caused the discomfort, but soon corrective actions occur to signs of the troublesome situation.  We don't fail to brush our teeth or leave the faucet handle loose.  The unfinished job, the unachieved result is a substitute for the scolding and we act to remove it.  This may become compulsion:
 

The compulsive act in abnormal psychology is only a misplaced or embarrassing example of the same mechanism.  When the sight of the hands instead of the sight of the dirt on the hands becomes a stimulus for anxiety which is relieved by washing them, we have a compulsion.

Guthrie on Reward and Punishment   


in the most general principles, not special cases.  He also was opposed to explanations cast in terms that required an agent that worked in ways not understood.  God works in wondrous ways and we don't understand them, so an explanation that refers to them or to God is insufficient.  Simlarly, we don't understand adaptiveness well enough to use it as an explanation. Reward, punishment, purpose, motives, and intentions are all words that refer to higher-order behavior that is defined with respect to goals.  For most psychologists that is fine, since it seems obvious that our activity is goal directed.  Guthrie disput​ed this, pointing out that much that we do is not purposive, but aimless, useless, and often maladaptive.  


No one denies that rewards and punishers are important and obvious determinents of what we do and think.  What Guthrie denied was the primacy of rewards and punishers - he did not view them as primary and unanalyzable events.
  When something acts to change a situation so as to preserve the association between the previous situation and the last act done, that is a case of reward," or reinforcement.  A rat turns right in a T-maze and comes into contact with a food dish.  It begins to eat, leaving the "previous situation," the sights and smells of the maze, connected to turn​ing right at the choice point.  Someone asks me the date of the fall of the Byzantine Empire.  I respond "1936?" and am told "no."  So I continue proposing dates until I say "1453," followed by "right."  The last thing that I said was the response most likely to recur the next time that the situation occurs.


Punishment, like reward, is also what Guthrie called a "mechanical arrangement" that is another variation on one-trial contiguity learning.  Rewards end a series of activities, preserv​ing the association between the situation and the last act before the situation changes - food may act as a reward for coming when called.  But the "reward" aspect does not lie in the object that is nominally the reward; rather, it lies in what it makes the subject do.  Eating is a behavior different from walking and pressing a lever, so it may serve as situation change and leave intact the relation "situation-coming when called."  But this is not because food is always rewarding!  Food may act as a punisher, as when we are forced to eat when sated or when we are prepared to do something else.  Rewards stop what we are doing and preserve its association to the situation.  Punishers prod us to act.

Guthrie the Contextualist   


Guthrie told the story of a colleague's wife who visited Norway, from whence had come her parents many years before.
 

She had not spoken Norwegian since the death of her grandmother when she was five and believed that she had forgotten the language.  But during her stay in Norway she astonished herself by joining in the conversation.  The language and atmosphere of her childhood revived words and phrases she could not remember in her American home.  But her conversation caused much amusement among her relatives because she was speaking with a facile Norwegian "baby talk."  If her family in America had continued to use Norwegian, this "baby talk" would have been forgotten; its associations with the language destroyed by other phrases.

She spoke the Norwegian that she spoke last, now aroused by "the language and atmosphere of her childhood."  And that language, of course, was baby talk.


To say that we do in a situation whatever we did last in the "same" situation is to say that our responses depend on context.  This often means combinations of aspects of past situations, so that, for example, "walking on ice" is a combination of two class​es of stimuli.  There are those that have accompanied normal walking and another set that have accompanied falling.  Thus, the altered pattern of walking is a mixture of normal walking and protective movements that occurred when we fell in the past.  By the same token, when we "read while fatigued," we learn something new because the fatigue prevents us following as we read - we learn to read without following, as we discover when we try to recall what was read.

Intentions   


Guthrie proposed that intentions, readinesses, and expecta​tions were all fractional parts of complete reactions evoked because part of a stimulus complex was now present.  This is pretty much what Thorndike meant by "readiness" and may be motor behaviors, vocalizations, imaginings, and so on.  To appreciate what he meant, consider reading when we do it for pleasure versus when it is done in preparation for an examination an hour away.  Or when we are called on to recite, isn't it easier when we expext it than when we are taken by surprise?
  Part of the reason for this lies in the fact that when we expect something we are already "doing it," at least in part.  Thus, we may be partially reciting, in the form of insignificant body movements, when we know that we will be called upon.

Perception, Imagery, and Memory   


For Guthrie, perceiving is activity and percepts are habits.  They are always evoked by some present cue and they are specific.  The associationists of the 18th and 19th centuries held the same view and, in many ways, Guthrie's theory is the 20th-century version of James Mill's Analysis of the Phenomena of the Human Mind, discussed in Chapter 7.


Perception, imagery, memory, fantasy, and dreaming all depend upon present cues and upon redintegration, or the calling up of a compound by a cue which is part of the compound.
  Guthrie
 viewed this process as synonymous with conditioning.  I sense the odor of food, stuffiness, perspiration, and urine and immediately am transported back to elementary school, where those odors dwelt.  Briefly I can see the low water fountains and hear children's shreiks.  Or, as Hutcheson said, the light through the church window brings up all kinds of religious associations.


Guthrie's treatment of memory was essentially correct, at least as later research suggested.
  Forgetting is not simply the fading away of memories - it is replacement by new memories.  For example, I have a set of movements that allow me to type, but if I do not type for several months or years I lose my skill.  That is because those movements are used in a host of other activities and thus become attached to new cues.  On the other hand, I can ride a bicycle and play chess, activities that are not easily forgotten.  The movements involved are shared by fewer other activities and are thus less likely to become attached to new cues.


Guthrie's view of forgetting as replacement has received a mass of empirical support, as is evident in the cognitive psychol​ogy textbooks of the late 20th century.  His replacement theory is also called the theory of associative interference, the view that forgetting amounts to the interfering influence of new material on that already learned, or vice versa.  The originator of the inter​ference theory was, of course G. E. M}ller, summarized in his 1900 monograph with Pilzecker.

Need All Behavior Be Movement?   


John B. Watson had emphasized muscle contractions and glandu​lar secretions as characteristics of all behavior, so that when we see, hear, or think, the whole body participates.
  Guthrie be​lieved that even mental activity involves bodily movement: When we picture something there are detectable eye movements.  And when we think seriously, there is a lot of verbal (talking) content.  But is all of experience reducible to movement, as the "motor theo​ries" of consciousness held early in the 20th century?
  Guthrie did not insist that this was the case.  Though much of our mental activity does involve muscular and glandular action, "The argu​ments cited are not compelling and involve some speculation."
 

Guthrie as Behavior Therapist: Changing Habits   


Guthrie proposed several methods for changing habits, each of which has been used in behavior therapy.  These are usually called the toleration method, the exhaustion method, and the method of incompatible stimuli, sometimes called counterconditioning.  The last method is that used by Wolpe, discussed earlier.  A stimulus provoking a phobic reaction, such as a spider, is gradually intro​duced, countered by stimulation producing muscular relaxation, whether through use of drugs or deep muscle relaxation.


The toleration method is actually a part of the method of incompatible stimuli and is comparable to training a horse to saddle by beginning with a light blanket placed on its back and gradually increasing the weight until the weight of saddle and rider is borne quietly.  The same applies to elimination of a child's fear of the dark or a phobia connected with spiders.  We want to change the behavior in the presence of the feared cues, but we are hampered by the violent reactions of the individual when the cues are presented.  Hence, we introduce darkness and spiders in a slow and graded series, so that violent reactions do not occur.


The exhaustion method is comparable to the bronco-busting method of training horses - the rider mounts the horse, which bucks until exhausted or until the rider is thrown. The exhausted horse no loner bucks - it walks or stands with a rider and has learned a new habit to replace the old habit of bucking when weight is placed on its back.  


To treat human problem habits, the procedure is straightfor​ward.  Place the child in darkness and the phobic in a cage filled with spiders.  Eventually the agitation will cease and something other than fear and violence will be learned.  This technique is called emotional flooding today and must be used with caution, of course.  Not only could a patient suffer a heart attack, but Guthrie would quickly point out that such treatment is bound to be strongly situation specific.


Another method proposed by Guthrie
 was sidetracking, later called "thought stopping." When the cues for a bad habit, such as smoking or overeating, or a maladaptive thought, such as defeat​ism, appear, the individual emphatically rejects the beginning of the act involved.  "Practice the beginning of the act with rejec​tion instead of acceptance," Guthrie wrote.
  Take out a cigarette or a piece of food or begin to think "Oh woe!" and then turn away vigorously, throw away the cigarette or food, exclaiming "No!"  The problem with this method is that it leaves the bad habit intact and ready to surprise us one day.  Consequently, it is better to dismantle the bad habit with toleration, exhaustion, or counterconditioning. 


By the 1960s, behavior modification had become synonymous with the "analysis of behavior" of B. F. Skinner.  However, as we saw above, the origin of the methods commonly used lies in Gut​hrie's writings.
  This was clear in a government paper published in 1975 and authored by Stephanie Stoltz and two colleagues at NIMH.
  Among the methods they described were reinforcement and punishment, systematic desensitization (counterconditioning and toleration), overcorrection, and assertiveness training.


The overcorrection method entails forcing the author of a misdeed to atone by substituting the proper behavior for an im​proper one.  A child or a mental patient may be required to re​peatedly make a bed if the misdeed was messing up the bed and a child who throws food may have to repeatedly clean it up.  As ever, such practice ensures that whatever was the last act per​formed in a situation is the one that is preferred by society.  


Assertiveness training is best done through role playing, so that in a sham situation where someone pushes ahead of you in line, you speak up and demand your rights.  Such a method exempli​fies Guthrie's emphasis on action done in situations where we want new behavior to occur.  All of the verbal counseling in the world and all of the soliloquies on "rights" are without meaning unless behavior also changes.  

Guthrie & Horton's Misinterpreted Experiment     


Guthrie and a colleague, G. P. Horton, published the results of a famous set of experiments in 1946, though the data were collected in the 1930s.
 Cats in a Puzzle Box was a kind of repli​cation of Thorndike's 1898 experiments, but with a different aim in view.  Thorndike was simply trying to show that ideas are not necessary for the mediation of what appears to be purposeful behavior - escape from a puzzle box.  Guthrie and Horton, on the other hand, wanted to determine whether the details of such behav​ior are as predictable as the end result.  They were not concerned with the learning to get out of the box, but with precisely what went on inside the box.


Ironically, their work was criticized in 1979 by authors who misinterpreted their intent and their data.  Moore and Stuttard
 provide an example of what has occurred repeatedly in the history of science: the misinterpretation of a position so that it becomes a straw man and the subsequent refuting of the "straw position."  Let us consider what Guthrie and Horton actually did in their classic research and then see how the theoretical climate of the late 1970s predisposed many to accept Moore and Stuttard's cri​tique as valid.


Guthrie and Horton used a box with a large glass front and a pole mounted vertically on the floor or, in some cases, hanging from the ceiling of the box.  A total of 800 escapes by 50 cats were observed.  In each case, the cat was inserted into the rear of the box by means of a smaller box, so that it was not touched by hand.  After a wait of from ten seconds to a minute in the entry box, the cat was released intothe large box.  For the first three trials the glass front door was open and the cat could leave the box and eat from a saucer of salmon.  On remaining trials, it was up to the cat to get out of the box on its own.  


To open the door, the cat was required to apply pressure to the pole (or to the tube), leading subsequent writers to believe that it was the learning of this one act - any response that applied pressure to the pole - was the focus of the experimenter's interest.  They were wrong, as was clear in Guthrie and Horton's writing.


The cats were watched and sometimes filmed as they made their escapes.  If not filmed, a written record of the cat's behavior was made.  After an average of fifteen minutes of exploration, the cat usually hit the post and the glass door was raised.  But usually the post was the last feature of the box to be examined.  First the cat spent a lot of time examining the barrier and the periphery of the box.  After its escape, the cat was replaced in the box until it escaped again, at which time it was placed back in the box and so on.  Naturally, the time required for successive escapes decreased.


What was surprising and difficult to convey to readers, as Guthrie noted, was the tremendous amount of stereotypy shown during the entire period that the cat was in the box.  Each cat showed a "startling repetition of movements" during its whole stay in the box - a matter of minutes, usually.  Stereotypy was not restricted to the movements that led to escape.  For example, it was common for a cat to repeat a triple tour of the periphery, including frequent stops, in detail from one trial to the next.  Further, the "unsuccessful" movements, those that did not contrib​ute to escape, did not fade.  In fact, they were often as frequent during the last trials as they were at the beginning.


Guthrie and Horton wrote that they were unable to predict the behavior of a given cat on the first trial, but "after watching the cat through one trial we can bet rather heavy odds that the second trial will repeat the routines of the first."  Let us consider a final class of findings where Guthrie's theory seems to apply uniquely.

Guthrie, Hunger, & Satiation   


Gordon Allport, personality theorist, proposed that motives may become "functionally autonomous," so that scrimping and saving because of economic necessity may become miserliness, scrimping continued during good times simply since it has become habitual.
  We saw in Chapter 7 that John Gay proposed such a theory in the early 18th century noting that people may come to value the having of money to the extent that they "sell their happiness for money."  Both Gay and Allport were proposing that means may become ends simply because habits are established.  That is very Guthrian.


Morgan
 and Mackintosh
 reviewed findings that provide strong support for functional autonomy and thus for Guthrie.  The experi​ments reviewed show that behavior that was originally established and maintained by food or water rewards often persists, even when the "reward" is no longer of value to the subject.  As Guthrie would say, behavior may become stereotyped and attached to the cues of the training situation.  This has important implications for what we call "hunger" and "satiation."


For example, Skinner
 gave rats food for lever presses during one stimulus and not during a second.  He then allowed the rats to eat their fill in the presence of the second stimulus.  Naturally pressing did not occur when the second stimulus was present, especially after satiation with food.  However, when the first stimulus was presented, pressing occurred, because that is what the rats had done when it was last present.  As Guthrie would say, satiation is to a large degree stimulus specific.  When the first stimulus was last present, the rats were not sated and they pressed - so they still do.


Many others have found similar effects, often classified as the "contrafreeloading effect" or the "Protestant ethic" effect.  For example, Davidson
 trained four rats to press a lever ten times for each food pellet received.  After training, the rats were given all the food they wanted for eight days and placed back in the lever box, with free food present.  The free food was ignored and all four subjects pressed the lever and ate the re​sulting food "rewards."  Why did they press?  Evidently, because pressing, initially done only as a means to getting food, became autonomous, self maintaining, stereotyped.
  The stereotypy of behavior and its growing independent of rewards and needs and drives and whatever originally engendered it applies to human psychopathology, of course.  William Hunt and his colleagues described effects similar to those described above but occurring in human patients.  And they noted the relevance of Guthrie's theory to such data.
 

Clark L. Hull

Nothing is better evidence that Hull's influence remains than this indirect recognition by his detractors that it is still a force that could regain strength if the fashion of the moment were to fade or become less appealing.


Clark Leonard Hull wrote in his autobiography that he was born in a log house on a farm near Akron, New York, in 1884.
  He graduat​ed from the University of Michigan and taught at a normal school in Richmond, Kentucky, where his load of twenty class meetings a week did not stop him from beginning the research that would constitute his doctoral thesis.  His graduate work was at the University of Wisconsin, where he subsequently joined the faculty.  Hull's salient characteristics were his ingenuity, adaptability, and ambition to become a leader in his field.
  That goal was certainly accomplished; although he died in 1952, his imprint is only too clear in psychology, as well as in many other areas where his students and their students carry on work that bears Hull's unmistakable mark.


His ingenuity was demonstrated early, when he first began doing his research at Wisconsin.  He built what he called an "automatic memory machine" for the study of the evolution of concepts.  Today any researcher would be helpless without a com​puter and even the poorest of us seem better off than was Hull during his years at Wisconsin.  He described his equipment:
 

I designed and constructed with the few hand tools there available an automatic memory machine which I used throughout most of my dissertation experi​ment.  The drum was made from a tomato can fitted with wooden heads.  The automatic stepwise move​ment of the drum was controlled by a long pendu​lum; the coarse-toothed escapement wheel con​trolled by the pendulum was filed from a discarded bucksaw blade...At that time a person could con​struct a useful behavior laboratory in a wilder​ness, given a few simple tools and materials; this is true to a considerable extent even now for a wide range of important experiments.


Hull was marvelously adaptive as well as ingenious.  His first teaching at Wisconsin was in aptitude testing, a subject in which he was less than expert - but Hull did nothing halfway.  A wrote a book on the subject, Aptitude Testing,
 based on course materials, a practice reminiscent of Thorndike.  But aptitude testing was not the key to fame:
 

The survey leading to the publication of Aptitude Testing left me with a fairly pessimistic view as to the future of tests in this field, and I aban​doned it permanently.

He went on to write that he could always return to testing if other pursuits failed, since the field is suited to an older and less creative person.


Hull was then asked to participate in an introductory course for medical students.  He felt that the general area of hypnosis and suggestibility was useful in medicine and so began learning what was known in the field and teaching it to his students.  Over a span of ten years he and twenty students published 32 papers in that area, and in 1933 his book Hypnosis and Suggestibility was published.
  By 1929 Hull's reputation was such that Yale invited him to New Haven as a research scientist in their new Institute of Human Relations.  That position meant that he had no teaching or administrative duties and that he was free to devote all of his time to research and writing.


When he arrived at Yale he planned to continue his work in hypnosis, but he was deterred from doing so by opposition from the medical authorities there.  Irked, he attributed their opposition to superstitious fear that he had not encountered in the midwest.
  He was encouraged to contribute toward the grand plan of the institute, which was had gathered many psychologists, sociolo​gists, anthropologists, and others in making a unified and inte​grated contribution to the social-behavioral sciences.  He wrote in his autobiography
 that such an enterprise is best carried out with leadership in the form of a scientific fhrer, but that such a system runs counter to our democratic policies and would hamper creativity by the individual members.  Nonetheless, enough of the participating scientists were attracted by Hull's general point of view by attending his seminars that he became de facto director.


Hull's conception of psychology and his application of the hypothetico-deductive method seemed to catch on immediately and during the 1930s he was able to attract some of the best students in the world to his laboratory at Yale.  Students such as Kenneth Spence, Neal Miller, and O. H. Mowrer
 carried on what was essen​tially Hull's project for years after his death in 1952.  Hull was unquestionably the most influential psychologist of the 1940s and perhaps of the 1950s.  His many students and their students scat​tered through the United States, Canada, and Britain keep his his way of looking at things alive.
 
Deterred from studying hypnosis, he turned to animal behavior and outlined his plan in Principles of Behavior, published in 1943.
  This was revised and extended nine years later in A Behav​ior System
 and a third volume, intended to include human social behavior, was never written, owing to his death.  However, he felt, as have many others, that the first two works included the framework of all that psychologists need to know to study all behavior and experience.


The next section briefly presents the basics of Hull's theory and the reader is reminded that his immense influence means that his theory is worthy of careful consideration.  Its general as​sumptions are very much alive today.

A Sketch of Hull's Theory   


Hull assumed three things concerning psychology and the way of doing science.  First, he was convinced that we and other organisms must be viewed as biological machines, or automata.  When we dispense with romantic illusions, we are in fact muscle, bone, blood, nerves, visceral organs, and similar stuff and we must not lose sight of that fact.  


Unlike Pavlov, whose thinking was always guided by biology and who saw mind as a property of the operation of biological systems, Hull was inclined toward physics and the view of the organism as a physical system.  This may have owed to his under​graduate degree in engineering, but it rendered his viewpoint more like Descartes' than Aristotle's.  In 1928 Hull considered possi​ble titles for his analysis of the "higher mental processes," titles that provide a good idea of his intent:
 

            Psychology of the Thinking Process

               Mechanisms of Thought

               Mechanisms of Mind

               Mental Mechanisms

               Mechanisms of Mental Life

               Psychology from the Standpoint of a Mechanist

Hull's second assumption was that it is absolutely essential to quantify things, to measure and attach numbers to them, even if the basis for scaling is shaky.  Much of his time was spent in assigning numbers to represent the degree of learning or the amount of motivation that is present under different conditions.  


Third, Hull emphasized the importance of clearly stating basic assumptions in a way that permitted testing them.  This was required both to give order to the field and to act as a guide to research.  In 1943 he listed 16 postulates, each followed by theorems and corollaries, in language meant to be unambiguous.  A great many of Hull's followers were attracted because of the appeal of this hypothetico-deductive method.  Psychological re​search often seems to lack direction, but in this case it seemed a systematic undertaking was under way.  Guidelines were laid out in the Principles of Behavior and one could turn to any page and find a postulate or corollary begging for experimental test. It was slow, but it was about time that psychology got on the sure path!  

The Postulate System   

It is believed that a clear formulation, even if later found incorrect, will ultimately lead more quickly and easily to a correct formulation than will a pussyfooting statement which might be more difficult to convict of falsity.


Hull wrote that in 1943,
 expressing his conviction that only through clear experimental tests of clear statements can we deter​mine whether our assumptions are correct.  The Gestalt "laws of organization" are too fuzzy to deal with and that is why they are a "doctrine of despair."  Hull's postulates were clear and that, together with his reliance on the deductive method, parallels exactly Descartes' deductions from "clear and distinct ideas."  According to his long-time collaborator, Kenneth Spence,
 Hull adopted the hypothetico-deductive method after reading an impres​sive paper by Einstein in 1934.  


The 1943 postulate set proved an influential guide for the research of the 1940s and 1950s; the set was altered somewhat in 1952, though not very drastically from the standpoint of an out​sider, and the heart remained what it was in 1943.  True followers of Hull ("Hullians," as they are still called) see the changes as far more fundamental.  We will consider only an example.


Postulate IV: Primary Reinforcement   This is Hull's most important postulate, but we will treat it only briefly.  Hull viewed learning as the forming of habits, represented in his system as sHr and they are learned S-R connections due to the action of the law of effect.  The law of effect, "reinforcement" for Hull, always depends on the reduction of a need, just as ingestion of water reduces thirst, the sensation accompanying the need for water.  To convey a sense of Hull's manner, the passage below presents this postulate in Hull's very words:
 

Whenever an effector activity (r -> R) and a receptor activity (S -> s) occur in close temporal contiguity...and this contiguity is closely asso​ciated with the diminution of a need...or with a stimulus which has been closely and consistently associated with the diminution of a need...there will result an increment to a tendency (  sHr) for that afferent impulse on that occasion to evoke that reaction.  The increments from successive reactions summate in a manner which yields a combined habit strength (sHr) which is a simple positive growth function of the number of rein​forcements...The upper limit...of this curve of learning is the product of (1) a positive growth function of the magnitude of need reduction which is involved in primary, or which is associated with secondary, reinforcement; (2) a negative growth function of the delay...in reinforcement; (and so on)


The postulate says that whenever a response is made in the presence of stimuli and the reduction in a need occurs,
 a connec​tion forms or is strengthened linking the stimuli and responses involved.  So every time that a dog comes, a child reads, or you study and that is followed by food, praise, or good grades, the tendency to repeat those behaviors in such situations increases - this is just Thorndike's law of effect.  But Hull was not Thorn​dike; he was little concerned with application and obsessed with quantification.  Reinforcers strengthen S-R connections, but how much does each instance strength a connection and what are effects of magnitude or delay of reinforcement?  


Hull was serious when he proposed that habit strength in​creases in a simple manner:
 sHr = F(M - sHr)

The increase in habit strength on a given trial is the product of a constant (F), which depends upon the situation, species, and so on, times the quantity M minus the current habit strength.  M is the maximum habit strength and depends on the degree of need and the reinforcer used.  As trials continue, the quantity (M - sHr) decreases, since sHr increases trial by trial.  Thus, the incre​ments added to habit strength become less and less as training progresses.  For example, when we memorize a passage of poetry, the amount that we retain on the first reading is greater than that of the second, third, and fourth readings.  As we approach M, the maximum, or asymptote, less is left to be learned, hence less of an increment is added.


Note that postulate IV, which defines reinforcement as drive reduction and requires reinforcement for learning to occur, con​ceives humans and other animals as drive-animated, satiation-seeking automata and that is a very common view in psychology.  Freud is probably the best-known exponent of such a view and it is small wonder that Hull, who was gathering the accepted views of the psychology of the early 20th century, would adopt it as well.

For a complete discussion of the postulate system see a good learning theories textbook.
 

About Intervening Variable Systems   


More than a decade before Hull wrote Principles of Behavior, Edward Tolman, Hull's most vocal critic,
 proposed that we use intervening variables in psychology.  Hull agreed fully with Tolman and when his system was unveiled in 1943, it was composed almost wholly of intervening variables.  What is an intervening variable?  It is really easy to understand, but the question has given more than one graduate student trouble.
  


All that is necessary is to know that independent variables are what we usually call "causes" - I win the lottery or the Nobel Prize or have a checkup with "no cavities."  Dependent variables are consequents, or what we usually call "effects" - I smile, say pleasant things, profess an optimistic attitude.  John B. Watson and B. F. Skinner want our explanations to remain in those terms and so did the positivists, like Ernst Mach, the turn-of-the- century physicist.  


But we seldom do that, since the list of independent and dependent variables that I listed cannot help but bring a conclu​sion to mind - "you mean happy.  Of course I did and other inter​vening variables are constantly used to summarize relationships between sets of causes and effects.  Examples are hunger, thirst, anger, frustration, intelligence, moodiness, gravity, the elec​tron, and many, many more.  How could we communicate without intervening variables?  A moment's reflection provides an answer and we will consider others in the next chapter.


How do we use intervening variables?  We drink because we are thirsty, eat because we are hungry, work because we are industri​ous, study because we are studious, fight when we are angry, and so on?  Are those explanations?  Do I sleep because I am sleepy?  Obviously, sometimes intervening variables constitute the nominal fallacy, the confusing of naming and explaining.  

Knowledge, Purpose, and Foresight as Habit Mechanisms

I can find no evidence in Hull's writings that he realized how closely his theory corresponded to that of David Hartley's of 1750,
 but the resemblance is striking.  That is not a criticism, since good ideas, as well as bad ones, are apt to endure or be resurrected.  In this case, simple associationism based on hypo​thetical nervous system mechanisms again captured the mind of an able proponent.  The question is how a biological machine might show knowledge, purpose, and foresight, which are usually con​strued as higher mental functions.  In 1930 and 1931 Hull offered an answer, sketched only briefly here.
 



Hull began by making a few simplifying assumptions.  First, the world affecting us may be simply represented, despite the protests of poet, writers, and philosophers, who have anguished over the question of the nature of reality, as a series of stimu​li: S1, S2,... and so on, ending with an Sg, or goal stimulus.   The Sg represents some drive-reducing end of the sequence, perhaps food momentarily ends movement or we solve the anagram we have been working on.  Whatever we are doing may be similarly simply represented as a series of responses: R1, R2,..., ending with Rg, the goal response, which could be eating or producing the anagram solution.


As "high-grade organisms," we also have proprioceptors and thus receive feedback from movements. Muscle spindles and Golgi tendon organs let us know the position of our limbs, so the feed​back from movement becomes an additional source of stimulation.  For each movement, R, there is a specific feedback stimulus, s, so that the sequence appears as R1->s1, R2->s2 and so on.  In a real sense, that sequence of feedback stimuli is a representation of the world sequence, since each was produced by a specific response that was produced by a specific stimulus in the world sequence.  We thus transcribe, code, "know" the world through our actions in it, bearing in mind that this includes sights and smells and sounds as represented by the sequence of Ss.  And, though Hull cited no sources, this conception is perfectly compatible with American Pragmatic philosophy and functionalist psychology.
 



Once we have knowledge, foresight is easily gained. If all sequences end in reinforcement, by definition, then stimuli are always becoming more or less strongly attached to responses, depending on the distance in time to reinforcement.  That means that not only are the world stimuli attached to responses, but so are the feedback-produced stimuli.  Thus, given an initiating "world stimulus," the first response sets off an old sequence that can maintain itself as a chain.  That is, given S1, we have:                             R1->s1-->R2->s2-->R3->s3.........   The first response produces its sensory feedback, which, via learned connection s1-->R2, initiates a chain that rattles off independently of the world sequence stimuli.  Thus, we recite the alphabet and button our shirts mindlessly, as chains that concern only our bodies.  These chains can outrun the world sequence, of course, and that is the basis for foresight.  


Finally, we build in purpose, as a more potent form of fore​sight that arises from the effect of past goal attainment.   Behavior with respect to goals is the goal response, RG, which is determined by the nature of the goal object.  And it is evoked by the drive state (SD) that prevails, whether hunger, fear, or need for activity.  The SG and SD are inseparable, of course, since a goal object is such only when a corresponding drive is present.  The drive state evokes the consummatory response appropriate to it (RG) and those components that do not interfere with progress through the sequence constitute Hull's crowning achievement, in his view, the rg-sg mechanism.


This is a totally mechanical addition to Hull's totally mechanical theory and it accounts for a variety of things, includ​ing the rationale for projective tests, such as the Rorschach or the Thematic Apperception Test.
  It treats anticipation and purpose as partial goal responses - fractional anticipatory goal responses.  Since such responses occur at the end of goal se​quences, they tend to predate goals, since stimuli are always present that were present at the time the goal response was made.  The actual example that Hull used was premature ejaculation, but any example of what is commonly considered anticipation - thinking of food, receiving an award, or cringing in fear apply as well.  


The fractional response itself, rg, has stimulus feedback, as do all responses, and this is sg.  As a stimulus, sg becomes attached (conditioned) to responses, as do all stimuli.  And the omission of anticipated goals can have effects, such as frustra​tion.  The many ramifications of this have been examined by a student and colleague of Spence, Abram Amsel.
 

Hull and Gestalt Psychology   


It should be no surprise to learn that Hull was contemptuous of Gestalt psychology and he called it a "doctrine of despair" in 1943.  The Gestalt laws were too fuzzy to deal with from Hull's essentially Newtonian mechanical vision of science - field theory was incomprehensible.  Hull described his first real contact with Gestalt psychology:

I early made an attempt to secure a foreign fel​lowship to go to Germany and study with Kurt Koffka, but without success.  As an alternative I conceived the idea of bringing Koffka to the University of Wisconsin for a year.  This move, while very expensive, was successful.  When Koffka finally arrived (for the academic year 1926-27), his personal charm captured everyone.  However, his expository approach was strikingly negative.  At least half of his time was spent in attacking Watson.  I listened to his lectures with great interest.  While I found myself in general agree​ment with his criticisms of behaviorism, I came to the conclusion not that the Gestalt view was sound but rather that Watson had not made out as clear a case for behaviorism as the facts warranted.  


Referring to a later contact with Gestalt theory, Hull de​scribed a meeting with Tolman, Köhler, and others in a letter written to Kenneth Spence dated May 20, 1941.  After a meeting of the psychological portion of the Philosophical Society in Phila​delphia, the group went to a "beer joint" to talk.  Hull managed to sit beside Köhler and suggested that psychology would be best served if they did less fighting and tried to clear up some of the "pseudo-differences" between them.  After they debated who was fighting with whom,
   

Köhler then went on and made a remark something like this: "Also, I have heard it said that a professor in one of the prominent eastern univer​sities is accustomed, when he refers to the Ges​talt psychologists, to call them, 'those goddamned Gestalters.'"  I must confess that my face was pretty red.  The whole crowd gave me a good horse laugh, and of course I had it coming to me...it didn't occur to me to tell them that I always smile when I use that expression, which, it seems to me, does make a difference.

Hull told Köhler that scientific matters should be settled on a scientific and logical basis and not through warfare, to which Köhler replied that he was willing to discuss most things logical​ly, but that when someone said that man was a slot machine, then he would fight.  "And when he said the word 'fight,' he brought his fist down on the table with a resounding smack, and he did not smile when he said it, either."  Hull was astonished by this attitude and pointed out that fighting would settle nothing - it was irrelevant to the scientific status of the thing. 

Problems With The Self-Correcting System  


Although others dispute his conclusion, Hull was convinced that Einstein had used the method of formal postulates and the deducing and testing of theorems in developing relativity theory.  He also pointed to Isaac Newton's Principia as a model, with its "classical scientific system of the past."  This despite Newton's famous Hypothesis non fingo - I make no hypotheses!  Newton began his treatise with seven definitions (matter, motion, and so on) and continued with a set of postulates - his famous three laws of motion - followed by 73 formally proved theorems and many appended corollaries.
  And who can fault Newton's method?


It is easy to see why Hull's method was so appealing and why it converted so many to his point of view.  Instead of the hodge​podge of theories, the uncertainty of the usefulness of one's particular research, and the never ending debates among philoso​phers and humanists, we knew what we were doing and where we were going.  We begin together with a clear set of postulates, make deductions from them and test the deductions.  We modify the theorems and postulates as necessary, so our self-correcting system cannot fail.  Our postulates must become truer and truer as we learn more - who could argue with such a program?  Many did not argue and Hull's influence lay in large part on the promise that his method seemed to offer.


Yet, by the early 1950s, scarcely more than a decade after Hull had unveiled his system, there were few who still believed that such a system was promising.  One reason for the downfall of the hypothetico-deductive method was the difficulty encountered in clearly testing theorems.  If one could do an experiment or a set of experiments that clearly and unambiguously showed, for example, that all reinforcers do not involve drive reduction, then one could modify Postulate IV.  But there have been countless experi​ments done with humans and other animals since the 1940s aimed at clarifying the nature of reinforcement.  We still do not under​stand it in the sense that Hull defined understanding.


The necessary experiments cannot be done - they never come out absolutely, clearly, and unambiguously in favor of one hypoth​esis and against another.  Such experiments, that decide clearly and satisfy everyone, are called crucial experiments and they are hard to come by.


Hull was in a position to have the best research facilities and the best researchers available, in addition to having tremen​dous influence on the journals that publish research results.  If the results of an experiment are not published, they do not exist.  This means that a research finding must bear the scrutiny of journals' reviewers before one can be sure that the experiment was properly conducted and therefore that the data are interpretable. share of difficulties in getting their work published,
 and, once published, the authors could expect a counterattack from Hull's group.  Many of his assistants and colleagues, such as Spence and Miller, were masters of research and could effectively point out deficiencies in findings critical of Hull's views and then show experimentally how Hull's was actually the correct view.  Thus, the necessity for crucial experiments and the influential position that Hull enjoyed rendered the self-correcting system more a self-perpetuating system!

Kenneth Spence's Contributions   


Spence did his doctoral work at Yale, where his research was directed by Robert Yerkes, not Hull.  Yet, it is certain that Hull had an enormous influence on Spence and that Spence contributed greatly to the development of Hull's theory.  Spence later worked at the University of Iowa and then at Texas, where he died in 1967.  His lasting contributions include his model for discrimina​tion learning, which is still influential, and his emphasis on incentive motivation, rather than biological drive.  


Combatting the Gestaltists   

Spence proposed what turned out to be a very useful and durable account for discrimination learning, stimulus generaliza​tion, and transposition.  This was published in 1937 as a counter to the arguments of Köhler who, as we have seen, claimed that organisms learn relationships among stimuli, rather than their absolute values.
  Thus, he claimed to have shown that we (and chickens) learn darker or larger, rather than specific values of brightness and size.


Consider the figure below.  Assume that a subject were trained to respond to the mid-sized square and not to the small​est.  What would happen if the subject were then given a choice between the middle and the largest squares?  Subjects ranging from chickens to children responded to such choices by choosing rela​tionally.  In this case, the larger square would be chosen because the originally training had taught "choose the larger," not "choose that specific size."  This effect, relational responding, is called transposition.




Köhler and others stressed such data as exemplifying the Gestalt position on innate organizing mechanisms, already dis​cussed in Chapter 14.  The fact that chickens showed it was taken as evidence that it was a fundamental ability indeed.  But for Hull, Gestalt theory was a "doctrine of despair" and "philosophi​cal fog."
  His student and colleague Kenneth Spence was to ac​count for transposition in terms acceptable to Hull.


In his very influential account, Spence proposed that what appears to be transposition can be explained as the simple effects of stimulus generalization.  Once again considering the figure, supose that during the subject was first trained to respond to the middle square and that the strength of response (sHr) is indicated by point a in the figure.  The curve on which that point lies represents stimulus generalization - generalization of the tenden​cy to respond to stimuli similar to S+.  The subject is taught not to respond to S- and a tendency not to respond spreads around S-.  This inhibitory gradient overlaps the excitatory gradient and they algebraically sum.


When we present the old S+ with a new stimulus, the larger square to the right, the net tendency to respond to it is greater than the tendency to respond to S+.  But this is not evidence for a basic tendency to respond to "relationships;" rather, it is (1) the learning to respond to absolute values of stimuli, (2) the phenomenon of stimulus generalization, and (3) the algebraic summation of tendencies to respond and to not respond.  The "configurationalists," as Spence called the Gestaltists, were refuted.  Further predictions of the Spence model and subsequent support for it are beyond the scope of this coverage.

Spence and Incentive: Guthrie After All?  


Hull believed that reinforcement occurred when drives were reduced and that this was necessary for learning to occur.
  Spence had proposed that the amount and attractiveness of goal objects, incentive, is best represented by the rg-sg mechanism.  An attractive goal object evokes a strong rg, which produces powerful stimulus feedback, or sg.  Hull named this variable K, afterKenneth Spence, and K, or incentive motivation, multipled sHr to energize performance.
 
For various reasons, by the 1950s Spence broke with Hull by proposing that sHr does not depend upon reward in the form of drive reduction; rather, sHr just increases in strength with repetition, and performance is the energizing of such habits by drive and incentive.  This means that learning depends only upon association of S and R by contiguity; hence, Spence had come to agree with a position close to that of Watson and Guthrie.  Mo​tives merely produce activity and association links situations and responses!

Neal Miller's Contribution   


Miller obtained his doctorate at Yale as a student of Hull and immediately traveled to the Vienna Psychoanalytic Institute, where he spent several months of 1935.  Hull intended to incorpo​rate whatever he could of psychoanalysis into his theory and Miller was to learn as much as he could about Freudian therapy.  The fruits of this labor appeared in 1950.
 



From 1936 to 1966 Miller was a member of the Yale faculty and thereafter was associated with the Rockefeller University in New York City.  He was always considered a master researcher and contributed to several areas - we will consider only one of them.  One that we will not consider is the demonstration of the instru​mental conditioning of autonomic nervous system (visceral) func​tions.  While this attracted great attention in the 1960s and 1970s, it was also a topic of great controversy.  In fact, Miller and company did show that it was possible to increase or decrease heart rate, blood pressure, kidney function, and other bodily functions through the use of feedback.  However, it was never satisfactorily demonstrated that these effects were not mediated by striped muscle activity.  I don't think that the question of mediation is important,
 but others do.

Social Learning Theory    


Miller and Dollard
 drastically simplified Hull's mass of postulates, theorems, and corollaries to four fundamental principles.  These were drive, cue, response, and reward.  Drives make us act, the act is a response, it occurs in the presence of cues, and rewards that follow the response work because they reduce drives and connect the response to the cue.  That is a barebones caricature of Hull's (or Thorndike's) theory and it has its uses, especially compared with competing theories.  Miller and Dollard provided many examples of applications.  For example, the following amusing passage explains why we like to hear our​selves talk:
 

Tom heard himself crying and babbling repeatedly just before major reduction of primary drive occurred.  Hearing himself babble, therefore, acquired a secondary rewarding character.  Hearing someone else talk is sufficiently like hearing oneself cry or babble to tend to evoke the same relaxation responses.  Thus, hearing his own vocalizations came to indicate to the child that the goal was in sight.  


This is Hull's account of secondary reinforcement, of course, and it plays a part in the explanation of imitation and the influence of modeling, which led directly to modern views in social learning theory.  All of us who have passed through the public education system are aware of the importance of modeling - it plays a large part in the determination of our values, our heroes, and our clothing and hair styles.  Pervasive as imitation is, was William James
 and William McDougall
 correct to treat it as instinctive, or do we learn to imitate?  The matter is by no means settled, but Miller and Dollard accounted for much imita​tion as behavior learned in the terms of Hull's theory.  Albert Bandura's later view is similar, as we shall see.


Miller and Dollard showed that imitation is a learned behav​ior, dependent upon reward (drive reduction), just as is the case with other behaviors.  A child runs to the door to greet Mommy at the same time that an older sibling runs to the door.  The older child has expectations that Mommy has brought something for them, but the younger just happens to run to the door on that occasion.  Mommy has candy for both and running to the door is thus reward​ed.  As Miller and Dollard put it, this establishes such activity as matched-dependent behavior - the sight of the older child's behavior becomes a cue for copying and it is an activity which often is rewarded, since the older child knows better what activ​ities lead to what consequences.


Miller and Dollard presented data from a series of experi​ments, first using rats as subjects, and then showing parallel results with children as subjects.  They demonstrated the learn​ing of imitation (or of nonimitation - doing other than what the leader does), as well as the generalization of imitation to new leaders.  They also showed generalization to new situations, so that a leader imitated in a two-choice problem is imitated in a four-choice problem.  This occurred whether the subjects were rats or children.


Children also learned quickly to discriminate models.  "Good" models were rewarded and imitated, while bad ones were not rewarded and therefore not imitated.  The good model could even be a younger child, while the bad model was a Yale graduate student - fourth-grade children were quick to learn to imitate the child.  And generalization to quite dissimilar situations was found, so that imitation of picking one of two boxes generalized to the pulling of a ring.


Miller and Dollard noted that good models tended to be older, higher in social status, more intelligent, and technically competent.  It is also important that the imitator pay attention to important aspects of the model's behavior and that the imita​tor be able to perform the behavior required.  This is what Bandura called the capacity for "motoric reproduction."
  Miller and Dollard also thought that it was important that the model be "correct," and they pointed out that we do not imitate those who make frequent mistakes.  We discriminate among leaders and emu​late those who seem successful, not those who fail.


Miller and Dollard also stressed repeatedly the importance of generalized imitation - what is learned is not the performance of specific behaviors in specific situations with specific mod​els.  As they put it, "the wish to match behavior with another can itself become a secondary drive."  This interpretation was taken up by others
 and for good reason.  Through our lives, we find when we do as specific ("good") models do, we often benefit.  In time, we feel comfortable doing as such models do and we feel uncomfortable when we do otherwise.  Needless to say, a good model is "good" only in some situations.  We may not imitate the eating habits of swim coach, but we are apt to attend to and imitate her swim strokes.

Bandura and Social Learning Theory   


Albert Bandura, promoter of "social cognitive theory," is not always recognized as a neohullian.  But, particularly in contrast to B. F. Skinner's views,
 Bandura's is a clear descend​ent of Hull's program.  In fact, Bandura was educated at the University of Iowa during the period when Kenneth Spence was a faculty member and Bandura's thinking shows Spence's influence.  The connection with Hull's group may well account for some of the controversy that has arisen between Bandura and followers of Skinner.


Bandura's classic research appears in too many other texts to warrant much space here.  In 1965 he published the famous "Bobo doll" study, showing that imitative aggression toward an inflated toy depended upon the consequences received by adult models whom the children watched attacking the doll.  When adult models were punished, less aggression toward the doll was shown by the children, though when asked, the children could certainly report what the model had done.  This finding and other aspects of that study were impressive to Bandura, who proposed a new version of Miller and Dollard's adaptation of Hull, soon known as social learning theory.
 
Surprisingly, Bandura attacked the generalized imitation theory of Miller and Dollard and of Baer and Sherman, claiming that it requires that we imitate everyone, regardless of status of consequences of their actions that we observe.  He also claimed that the old theory requires that imitative behavior occur immediately; if imitation occurs an hour later, the theory is mistaken!  Finally, the imitative act must be followed immedi​ately by reward, as Bandura read the Miller and Dollard theory.


We have seen that misinterpretation has been common in history, from the misreading of Epicureanism by Epictetus, the distortion of Plato by Plotinus, and the misunderstanding of Hume by Reid, to mention only a few.  In this case, Bandura completed his mistaken critique of Miller and Dollard and then proposed his alternative theory.


Instead of regarding imitation as a generalized tendency to do what certain (successful) others do, Bandura stressed the processes that must be responsible.  This includes attention, memory, "motoric reproduction,"
 and reinforcement.  Interesting​ly, he viewed reinforcement as self-generated anticipatory behav​ior, essentially based on the fractional anticipatory goal re​sponse.
 


What Bandura thought was important and unique was his empha​sis on the role of vicarious experience, symbolic activity, and self regulation through cognitive activity.  Suffice it to say that Bandura's "Social Cognitive Theory" is Hullian, despite the use of different terms.  Like Hull, Bandura stresses a molecular and a mediational treatment of psychology.  Both emphasize dis​crete stimuli, responses, rewards, and so on, rather than larger, more molar variables.  And both rely on internal mediating mecha​nisms, whether they be habit family hierarchies, rg-sg, sHr, and D or cognitions. 

Timeline

1906
-First radio broadcast of voice and music from Brant Rock,


Massachusetts on Christmas Eve.  Canadian-American Reginald


Fessenden uses an alternator to provide a continuous wave


that he modulates.  Ships hundreds of miles at sea hear it.


-Ambrose Bierce, 64, publishes The Devil's Dictionary.  The


Washington correspondent for Hearst, he defines politics as


"the conduct of public affairs for private advantage."


-Song, "China Town, My China Town," by Jean Schwartz.


-NCAA formed after 18 boys killed playing football in 1905.  In


1909 33 will die, despite Roosevelt's forming the NCAA.


-Chicago White Sox defeat the Cubs and win the World Series.


-Charles Nestle invents permanent wave in London.  It takes 


8-12 hours and costs $1,000.


-San Francisco earthquake and fire destroy Nob Hill mansions,


along with 2/3 of the city, killing 2,500.


-British School Meals Act provides breakfast for poor children.


Pure Food and Drug Bill proposed by Sen. Heyburn of Idaho is


opposed by Republicans, Sen. Aldrich of R.I., who sees it


as limiting liberties.


-Planters Nut and Chocolate Co. founded at Wilkes-Barre, Pa. by


Italian-American Amedeo Obici, who expands a peanut stand.


-"Hot dog" gets its name from a cartoon by Chicagoan Thomas


"Tad" Dorgan, showing a dachshund in a frankfurter bun.

1907
-Lancia company begins at Turin with the Alfa, Delta, Beta, and


Gamma.  


-Radio pioneer Lee De Forest invents "radio" surgery.


-Bubonic Plague kills 1.3 million in India. 


-Engineer Reuben Goldberg begins cartoonist career with New


York Evening Journal.  Elaborate "Rube Goldberg" devices


for simple tasks will appear for almost 60 years.


-William James retires at age 65, publishes Pragmatism.


-Florenz Ziegfeld features chorus lines of slender showgirls


each year in his Follies.  These continue until 1931,


change image of beauty from larger ideal of 1907.


-Chicago Cubs win the World Series, defeat Detroit Tigers.


-France's L'Oreal perfume and beauty empire begins.


-Maytag Pastime washer is introduced by Parsons Band Cutter and


Self-Feeder Co. of Newton, Iowa, as sideline to farm equipment.


-Gifford Pinchot uses the word "conservation" in backing John



Muir's opposition to San Francisco's damming a river.


-Western senators force Roosevelt to sign a bill repealing the


Forest Preservation Act of 1891.  Ten days later Roosevelt


proclaims that 16 million acres of forest in five states


are protected and he will increase that to 132 million acres.


-British Empire occupies 20% of world's land, 400 million pop.

1908     - Persian Shah Mohammed Ali takes dictatorial control. 
     


-William Adair fires a worker for belonging to a union.


  The Supreme Court upholds his action.


-Thomas Watson makes a presentation to NCR salesman and


  writes THINK at the top of every sheet of paper.  NCR


  president Patterson orders THINK signs in all offices.


-Model T Ford introduced, wood body on steel frame.  It will


  soon outsell all others.


-AC Spark Plug Co. founded by Buick Co. named after French-


  American motorcycle specialist Albert Champion.


-General Motors is created by Buick president W. Durant.


  Advisors say Ford is not worth the price.


-Gyrocompass invented by German H. Anschutz-Kampfe.


-German Fritz Haber and colleague devise process for syn-


  thesizing ammonia, essential in nitrates for fertilizer


  and explosives.


-Swiss-French Jacques Brandenberger patents cellophane.


German Hans Geiger and New Zealand-British Ernest Rutherford


  invent device to detect radioactivity.


-First international meeting of psychiatrists, at Salzburg.


-Ex-Lax Company founded by Hungerian-American Max Kiss, 


  who heard about the Bayer laxative phenopthalein.


-"Mutt and Jeff" in San Francisco Examiner is first daily


  comic strip.


-Popular songs "Take Me Out To The Ball Game" popularizes 


  Cracker Jack.


-Chicago Cubs win World Series over Detroit Tigers.


-Mother's Day observed for the first time, in Philadelphia.


J-ack Johnson is first black heavyweight champion.


-Roosevelt creates Grand Canyon National Monument to protect


  area from speculators.


-Fireball explodes over Siberia, shock recorded in Washin-


  ton, D.C..  Investigators in 1927 find no meteor fragments.


-Earthquake in Sicily kills 75,000 in worst quake in Europe.


Tokyo chemist K. Ikeda isolates MSG from seaweed.

1909
-NAACP organized in New York.


-Alfa-Romeo originates as Anonima Lombards Fabbrica Auto-


  mobila (ALFA) moves to Rome.


-Belgian-American Leo Baekeland develops first polymer,


  "Bakelite," from formaldehyde and phenol used as insulator.


-German K. Hoffman of Bayer develops synthetic rubber from


  a gas derived from butane.


-Nucleic acids RNA and DNA discovered by Russian-American


  chemist Phoebus Levene, 40.


-First antibacterial medication is Paul Ehrlich's arsenic


  compound used against syphilis.  The German's Compound


  592 is marketed as Salvarsan.  He is criticized by some


  for encouraging sin by reducing syphilis by 50%.


-Walter Reed Army Medical Center opens in Washington, D.C.


-Italian poet-publicist Emilio Marinetti, 33, urges the


  rejection of the past, including rules of grammar.


-Popular songs "I Wonder Who's Kissing Her Now," "Casey Jones."


-First Kibbutz in Jordan valley, part of Ottoman Empire.

1910
-China abolishes slavery.


-German peasants work 18-hour days.


-Mann Act forbids interstate transportation of women for


  immoral purposes.  It is aimed at black boxing champion


  Jack Johnson, who has married a white woman, lives high.


-Washington State extends right to vote to women.


-N. Odaira founds Hitachi, Ltd. to produce engines for a 


  copper mine that has been using imported engines.


-C.S. Rolls, of Rolls-Royce, flies round trip over the Eng-


  Channel.  He is the first English aviation fatality later


  in the same year.


-Frenchman E. Benedictus invents safety glass.


-Minnesota Mining and Manufactoring abandons mining and


  begins making low-quality sandpaper.


-Carnegie Institue survey of 155 U.S. medical schools shows


  all inadequate compared with European schools, except 


  Johns Hopkins Medical School.


-Sickle cell anemia first diagnosed, by James Herrick.


-Hallmark, Inc. beginnings in Kansas City by Hall brothers.


-John Bray, cartoonist for Brooklyn Eagle, uses "cel"


  system to produce animated cartoons.


-Popular songs, "I'm Falling in Love with Someone," "Let 


  Me Call You Sweetheart."


-Connie Mack's Philadelphia Athletics defeat Chicago Cubs


  in World Series.


-Father's Day is observed for the first time, in Spokane.


-Florence Graham, 25, borrows money and starts Elizabeth


  Arden beauty salon chain in New York.


-70% of U.S. bread is baked at home.

1911
-British House of Commons votes to pay members salaries.


-British House of Lords gives up veto right.


-Portugal gives women the right to vote.


-Norweigian Roald Amundsen, 39, reaches the South Pole.


-Electric self starter for autos invented by C. Kettering


  of Dayton Engineering Laboratories (Delco).


-C. Miniger of Toledo, Ohio founds Auto-Lite Company.


-Former GM head W. Durant founds Chevrolet, aided by Swiss-


  American racing driver Louis Chevrolet.


-First Indianapolis 500 race won by a Marmon Wasp avg 75mph.


-Ernest Rutherford proposes model of atom with positively


  charged nucleus surrounded by electrons.


-Olivetti Company founded near Milan - Italians resist type-


  writers, but the navy ordered 100.


-British Official Secrets Act will be obeyed until 1977.


-James Duke's American Tobacco Company broken up by court.


-Polish biochemist Casimir Funk, 27, at London's Lister


  Institute introduces the term "vitamines."


-Crisco introduced by Cincinnati's Proctor & Gamble.


-Battle Creek, Michigan plants produce 108 brand names of


  corn flakes.  

1912
-Theodore Roosevelt quits Republican Party, runs as a Pro-


  gressive, "Bull Moose."  Wilson wins the election.


-L.L. Bean founded in Freeport, Maine by Leon Leonwood Bean.


-GE chemist I. Langmuir discovers that inert gases greatly


  increase the life of light bulbs.


-S.S. Titanic of the White Star Line sinks on maiden voyage


  after scraping iceberg, 1513 die.


-Dutch Anthony Fokker, 22, introduces airplane.


-Nissan Company begins in Tokyo.


-Piltdown man "missing link" hoax will be exposed in 1953.


-First diagnosis of a heart attack in a living patient, by


  Chicago physician James Herrick.  Heart disease is a 


  minor cause of death, compared with TB and pneumonia.


-Maria Montisorri describes success teaching slum children.


-Henry Goddard publishes The Kallikak Family, relating


  feeblemindedness to crime.  He coined the term "moron."


-Pravda begins, will have world's largest circulation.


-Songs, "Waiting for the Robert E. Lee," "Moonlight Bay."


-Oklahoma Indian Jim Thorpe, 24, wins both the pentathlon


  and the decathlon at the 5th Olympiad.  He will lose his


  medals and the AAU insists his name be stricken from the


  Olympic record books when he admits having played semi-


  professional baseball the previous summer.


-Rowenta, German company, offers first electric iron.


-German wild boars introduced to the North Carolina mountains


  by George Gordon Moore for English investors.  They will


  escape their confines and mate with local sows.


-Americans Elmer McCollum and Margurite Davis discover 


  Vitamin A in butter and egg yolks.


-U.S. postal regulation requires that all advertising in all


  media appear with the label "advt."


-Hellman's Blue Ribbon Mayonnaise introduced by German-


  American New York deli owner Richard Hellman, 35.


-National Biscuit introduces Oreo "biscuits" that compete 


  with Hydrox "biscuit bon bons."


-First self-service grocery stores, in California.  The


  Alpha Beta Market opens in Pomona and Ward's Groceteria


  in Ocean Park.  Bay Cities Mercantile's Humpty Dumpty


  Stores open soon after.

1913
-Emmeline Pankhurst, English suffragist, sentenced to three


  years in prison for arson.  She goes on a hunger strike


  and serves a year.  Parliament passes a law temporarily


  discharging prisoners who starve themselves.


-Suffragist Emily Davison has been imprisoned and force fed,


  is killed when she leaps in front of the king's horse 


  at the Derby.


-70-year old B'Nai B'rith (Spms of the Covenant) found the


  Anti-Defamation League to fight anti-Semiticism.


-Secretary of State Knox announces 16th amendment is in 


  force - a graduated income tax on incomes over $3,000.


-Colombia University professor C. Beard writes Economic


  Interpretation of the Constitution, points out that


  drafters of the Constitution were all men of property.


-Dodge brothers, John and Horace, leave Ford, start on own.


-Dane Neils Bohr proposes model of atom that violates


  classical electromagnetic theory, applies Quantum theory.


-French missionary Albert Schweizer founds a  hospital in


  French Equatorial Africa.


-First U.S. crossword puzzle appears December 21 in weekend 


  supplement of the New York World.  Arthur Wynne has


  seen similar puzzles in 19thC English papers.


-Marcel Proust smells a cake dipped in tea and begins 


  Remembrance of Things Past with Swann's Way.


-Popular songs "Peg O' My Heart," "You Made Me Love You,"


  "Now Is the Hour" (Maori Farewell Song).


-New York lawyer Milton Loeb, 26, founds Brillo Mfg. Co.


  for a client who cleans aluminum pans with steel wool 


  and a reddish soap.


-R.G. Reynolds introduces Camel cigarettes, package features


  "Old Joe," a dromedary in the Barnum & Bailey Circus.

�   Gerow, Time, p. 13





�   1930, for example.


�   Pavlov, I.P. (1927). Lectures on conditioned reflexes. (W.H. Gantt & G. Volborth, Trans.). New York: International.
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�   Jaylan Sheila Turkkan (1989). The hegemony of classical conditioning.  The Behavioral and Brain Sciences, 





�   To prepare the reader for what is often a surprise, we note that Skinner was never an S-R behaviorist and that he strongly disagreed with many of the assumptions of what is generally called "behaviorism."  





�   Guthrie's psychology is often treated as an elaboration and application of Watson's.  This is true to a large extent, but Guthrie added much charm and subtlety to Watson's proposals.


�   See Bower & Hilgard, 1981; Malone, 1990.  Leahey (1992) also treats Hull and Tolman as essentially equivalent.





�   Of course, the textbooks often continued to portray the W}rzburg School as daring to challenge the "unreasonable pro�scriptions" of Wundt.  The myth of a cognitive revolution is eloquently discussed by Leahey, 1992.


�   reference, and as Leahey (1992) cogently argued.


�   Time magazine, July 23, 1923, from Gerow retrospective, 1988


�   Pavlov always belived that he was doing physiology and had the greatest contempt for psychology, which he regarded as intro�spection and philosophy.





�   New York: Oxford University Press.
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�Platonov, K. (1959). The word as a physiological and therapeu�tic factor. Moskow: Foreign Languages Publishing House.  This book presents Russian psychiatry, as practiced from the 1920s through the 1950s, complete with case histories.  Interestingly, therapy was said to be firmly based on Pavlovian principles and may well have been, though treatment was largely suggestion and hypnosis, not classical conditioning as ordinarily construed.


�   As Gilbert Ryle put it in The concept of mind in 1949.


�   1959, p. 12."higher nervous activity" is synonomous with "mind."  





�   A signal for food has wide-ranging effects on a hungry animal, whether it be dog or human.  There is reflex orienting to the signal, salivation, increased peristalysis throughout the digestive tract, secretion of digestive enzymes by the stomach and small intestine, and so on.  Together they are called the "cephalic relexes of digestion," since they are controlled by the brain.


�   early writers lost no time in corrupting "unconditional" and "conditional" to "unconditioned" and "conditioned."





� The following section is taken from the article by Todes, D. P. (1997)  From the machine to the ghost within: Pavlov’s transition from digestive physiology to conditional reflexes. American Psychologist, 52, 947-955.


� This seems debatable of course, and those capabilities were felt by many at the time to be explanable in terms of simple brain mechanisms even as they occur in humans.


� In the 1923 preface to his Lectures.


�   see Malone (1990), Chapter 9.


�   For example, 1932, Reply of a physiologist to psychologists. Psychological Review, 39, 91-127.





�   1965, Op. Cit.


�   New Haven, CT: Yale University Press.
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�   Perversely, Skinner always used "induction" to refer to stimulus generalization and denied that Pavlovian induction really occurred.  He was mistaken.


�   (1955). Selected works. Moskow: Foreign Languages Publishing House.





�   (1967). Integrative activity of the brain. Chicago, IL: University of Chicago Press, 325-326.
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�   Recall that this simple measure has gone by many names: the PGR, GSR, EDR, SCL, and perhaps others that I have overlooked.





�   or many, depending on conditions.


�   1927, lecture 14.


�   Gerow 1988


�   without mediation, that is.  We can work our tongues around in our mouth and mechanically stimulate salivation or we can imagine a salivation produce odor, like ammonia, or a taste, like steak.  These cases represent somatic and cognitive mediation, respectively, though the "cognitive" method actually involves presenting ourselves with an effective CS.





�   Georg v. Bekesy (1967). Sensory inhibition Princeton, NJ: Princeton University Press.





�   e.g., D. H. Hubel & T. N. Wiesel (1959). Receptive fields of single neurons in the cat's striate cortex. Journal of Physiolo�gy, 140, 574-591.





�   Ratliff, F. (1965). Mach bands: Quantitative studies of neural networks in the retina. San Francisco: Holden-Day.





�   Beitr{ge zur Analyse der Empfindungen, trans. by C. M. Edwards as The Analysis of Sensations.





�   1965.


�   Pavlov described the model in 1927.  The Gestaltists were not aware of Pavlov's model at the time they were first speculat�ing on isomorphism.  Besides both being interested in electrical fields in the brain, both Pavlov's group and the Gestaltists believed their work to be a revolutionary achievement for psy�chology.  





�   It is seldom noted, but these effects occur when other CSs are presented simultaneously, as well.
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�   Bykov, K. M. (1957). The cerebral cortex and the internal organs. New York: Chemical Publishing.  Bykov was the leader of the research on interoceptive conditioning and of the purges of anti-Pavlov academics during the 1950s.  He pointed out that the mere discovery of the conditioned reflex had been made by Germans in the 19th century and even by earlier writers.  By implication, the discovery in itself is of limited consequence without the view toward physiology that Pavlov added to it.  You might say it is like a monkey discovering an automobile.


�   See the review by Razran (1961) and the summary by Bykov (1957), as well as the excellent account by Turkkan (1989).  A more complete account than that given here appears in Malone (1991).
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�   Ince, Brucker, & Alba  (1978).


�   Ader & Cohen (1982)


�   The newsman Charles Kuralt died of lupus on July 4, 1997.


� 	In fact, cyclophosphamide was then used only to produce nausea - now it is commonly used to suppress the immue system in organ transplant cases.  Ader and Cohen actually were trying to extinguish a learned aversion to the taste of saccharinge that had been paired with cyclophsphamide injections.  The suppression of the immune system was occurring to the saccharine taste alone.
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�   W.K. Estes based his statistical theory of learning on Guthrie's theory, but Estes endorsed many "pop" cognitive fea�tures that Guthrie would have found repugnant.  





�   Bower & Hilgard (1981) and Malone (1990) provide excellent coverage of Guthrie's theory and its applications.
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�   In 1984 two followers published a volume of reprinted Psy�chological Review articles by Hull, along with excellent commen�tary and excerpts from personal correspondence.  That is Amsel, A. & Rashotte, M. (Eds.). (1984). Mechanisms of adaptive behav�ior: Clark L. Hull's theoretical papers. New York: Columbia University Press.
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