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Abstract-This paper proposes an approach to Traffic
Engineering that uses Differentiated Services (diffserv) and
M ulti-Protocol Label Switching (MPLS) to provide quantitative
QoS guarantees over an IP network. An algorithm that
determines QoS-constrained routes is proposed and a
framework that uses such an algorithm is outlined. This
framework removes the responsibility of QoS guarantees from
the core nodes, ther eby reducing their complexity.

. INTRODUCTION

This paper proposes a Traffic Engineeing methoddogy
that uses diffserv and MPLS to provide quantitative QoS
guarantees over an IP network based on the PASTE
architedure proposed in [8]. We provide mechanisms and
algorithms that will enable a service provider or network
operator to make resource reservations. The model uses a
network-wide aware gproach in making dedsions. A
Centralized Resource Manager (CRM) keeps tradk of an
Autonomous System’s (AS) resources and accepts connedion
requests by setting y Label Switched Paths (LSP) that will
servicethat request with the necessary resources.

The paper presents an algorithm that deds with the
changing resource neals of an alrealy existing LSP. The
architedure provides the aility to do traffic restoration due
to resource failure by keeping a list of candidate paths at the
CRM that can be used in that event.

Il. THE NEED FOR TRAFAC ENGINEERING

The Internet Engineering Task Force (IETF) is working to
produce protocols to suppart differentiated Quality of Service
(QoS) on IP networks. Currently the Internet treas data in
the same manner, making ro dfferentiation based on the
source/destination or nature of the data. The goal, however,
isto move to |P-based Internet appli cations that have spedfic
requirements. For example, voice data is intolerant to
excessve time delay or jitter. Conversely, the processng of a
financial transaction may be tolerant to moderate delays.

A. Differentiated Services

Contributors of the IETF envision a next-generation
Internet that can offer choices to customers and applications
as to the treament of their data. Towards this goal, the IETF
has proposed the Diff erentiated Service (diffserv) architecure
to enable IP networks to suppart multiple QoS neals [4].

Interior nodes and baundary nodes are grouped into an AS.
An AS consists of a group of nodes administered by asinge
entity. A diffserv domain is defined in [4] as a “contiguous
set of DS nodes that operate with a @mmon service
provisioning policy and set of PHB groups implemented on
ead node”. For the purposes of this paper, we have aumed
asinge DS domain within eath AS. Source/destination pairs
may diredly conned to asingle AS (Fig. 1), or traverse more
than one AS.

Boundary nodes are generally cdled ingress (for flows
entering the network) and egress (for flows exiting the
network) nodes. Interior nodes do not kegp any per-micro-
flow state information. Differentiated Services domains mark
eat padket of ead flow with one of a smal number of
Differentiated Services Code Points (DSCP). All padkets
marked with the same DSCP are lledively cdled a
Behavior Aggregated (BA). The term Per-Hop Behavior
(PHB) is defined in [4] as “a description of the externally
observable forwarding behavior of a DS node gplied to a
particular DS behavior aggregate.”

Fig. 1. ISP's AS and relationship to ather networks.

The IETF has defined one PHB and a PHB group, namely
the Expedited Forwarding (EF) PHB [7] and the Asared
Forwarding (AF) PHB Group [6]. Examples of end-to-end
service using the EF PHB include Virtual Leased Lines [7].
The “Asaured Forwarding (AF) PHB group is a means for a
provider DS domain to offer different levels of forwarding
asarances for IP padkets recaved from a customer DS
domain [6].” Reference [4] outlines two other architedural
building blocks, Traffic Classfiers and Conditioners and
Network Resource Allocaors.  Traffic Clasdfiers and
Conditioners proted interior nodes from resource starvation.
Generally, the DS domain services flows under a Traffic
Conditioning Spedfication (TCS) dedded between the
domain and its flow’s surces. Violating flows that arrive &
an ingress node will be dropped, shaped, or remarked as
defined by the TCS.

B. Combining MPLS andDiffserv

An internal diffserv node treds all padets of a particular
Behavior Aggregate identicdly. If a particular customer’s
flow shares the same DSCP with other flows, it is difficult to
charaderize the treament of a astomer’'s padkets at an
output port without knowing the number of other flows with
the same DSCP. A customer’s perceived end-to-end service
will be afunction of the service receved at ead node dong
its path, and thus is even harder to charaderize

One protocol which is capable of spedfying, or “pinning’,
a flow’s route that provides quantitative guarantees is Multi-
protocol Label Switching (MPLS). MPLS is a protocol that
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can creae tunrels between a pair of nodes. An IP padet
traversing an LSP is prefixed with an MPLS header. When a
router receves a padket with an MPLS healer, it uses a
separate MPL S forwarding table to determine the next hop.

In summary, MPLS will pin a particular route for a flow
determined by a Network Resource Allocdion process
MPLS will spedfy a next hop and dffserv will spedfy the
treament of a padket waiting to make that next hop.

C. The Centralized Resource Manager

A Centralized Resource Manager (CRM) is proposed to
provide Network Resource Allocaion. It bemmes the
primary contad when a austomer wishes to initiate anew or
expanded TCS. While the dharaderistics of a flow might
change, the CRM ads only when a astomer wishes to
change its TCS. As an example, a aistomer may request the
DS domain to suppart traffic between nodes A and B that will
suppart 30 IP Telephony conversations. The CRM would be
responsible for finding a path between A and B. While the
flow's charaderistics may change over time & cdls are
instantiated and torn down, the TCS would not change.

The CRM knows the network topdogy from the sysadmin
or from the link state descriptors from ead node runnng
OSPF [10]. The CRM also maintains a database containing
the unreserved resources at ead output port of ead node
avail able for flows with quantitative QoS requirements.

As it creaes a path for a flow with quantitative QoS
requirements, the CRM foll ows the foll owing steps:

1. When the CRM recaves a request for TCS with a QoS
requirement, it determines a set of possble routes, and
picks aroute that meds the QoS requirement.

2. Once apath has been identified, the CRM must asaure
that the flow follows this path. Appropriate MPLS label-
switched label distribution should be used.

3. The CRM updates its database of available resources to
refled the dlocation for the new flow.

4. The CRM signals the ingressrouter with the information
needed to mark and pdice the new flow and informs the
customer that it can send datainto the network.

5. The CRM will continue to review OSPF link state
advertisements to deted alink failure.

At initialization, the CRM will have knowledge of the
resources available for quantitative TCS's. This database
does not know of al resources available & ead node, but
only the resources reserved by the network operator for flows
requiring quantitative guarantees.

I11. QOS ROUTING: BUILDING FEASIBLE PATHS

A. Open Shatest Path First (OSPF) and QoS Extensions to
OSPF.

Interior Gateway Protocols (IGP's) are responsible for
routing and route update. They route data by seleding the
path with the least cost. OSPF is one such IGP. The most
frequent implementation of OSPF alocates unit cost to all
links, leading the st function to pick the least number of
hops as the shortest path. Problems arise when:

1. multiple streans converge on spedfic links or nodes, or

2. atraffic streamisrouted througha link or node that lacks
enough bandwidth to serviceit [3].

Extensions aich as those proposed in [2] and [12] to
suppat QoS routing based on OSPF have been propacsed to
take into consideration baoth aspeds of the problem. QOSPF
[12] is a proposed extension to OSPF to suppat QoS by
floodng the network with the available and used link
resources. The proposal makes routing dedsions based on
topdogy, link resources available and traffic requirements.
The QOSPF framework uses RSVP [5] for signding,
allowing ingress routers to send the QoS requirements for
incoming traffic in an RSVP PATH messge. If a QoS route
can be omputed and a path reserved, an RSVP RESV
message is ent bad, reserving the resource and accepting
the request. Another approach that we cadl QoS-OSPF [2]
uses measurements to keep individual nodes view of the
network updated. QOSPF [12] bases its cdculation on state
information rather than measurement. RSVP is used to
communicate QoS reguirements to ead node. Both QOSPF
and QoS-OSPF choose aroute by solving a shortest path
algorithm using link costs dependent on avail able resources.
Consequently, the time between runs of the Dijkstra (shortest
path) algorithm is much smaler than in OSPF, creding a
higher computational burden.

In the cae of QO0S-OSPF, the nodes determine their
avail able resources by dired measurement, and then flood the
network with this information. Since the anourt of available
resources changes rapidly, espedally in the cntext of bursty
Internet traffic, Q0S-OSPF generates a substantial
communication overhead. QoS-OSPF tries to minimize this
overhead by using a trigger mechanism. Triggers a a node
fire every period T, or when a link resource has changed by a
given percentage. Another potential problem occurs when
Q0S-OSPF measures underutilized but allocaed resources.
These resources could be redlocaed, causing padket drops
oncethe dient starts using the full VLL all ocation.

Our approach addresses the @ove stated problems by
making a CRM responsible for all resource dlocations. The
CRM relies on its view of the AS, the avail able resources and
the reservations it has accepted to service QoS requests.
Many isaues of signaling overhead and delay are avoided.

B. Algorithms: Paths and Alternate Paths Pre-Computation

The CRM first determines the shortest paths between all
ingresspoints, by running Dijkstra dgorithms garting at eah
node. When they have finished running, the CRM knows the
shortest path between any two nodes. The CRM then runs a
series of Dijkstra dgorithms with a modified topdogy. The
number of agorithm runs for ead node rresponds to the
number of outgoing links from that node. The dgorithm
effedively tries to find ather candidate paths that do not go
through the first link of the shortest path for al source-
destination pairs. In order to do this, the CRM sets the
outgoing link cost to « and runs a modified Dijkstra
algorithm. This allows the CRM to find aternative paths
starting at the nodes to the shortest path. Some nodes would
obviously not have seand candidate paths to a path p; suchiis
the cae of some border routers that might only have one
outgoing link. However, one or more nodes further along
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that path —such as interior nodes- would find alternate routes
for part of the path if they existed. The Dijkstra dgorithm
will only be runto recdculate shortest paths for the nodes use
the link that we consider to be down. Although the worst-
case order runring time remains the same, in pradice the
Dijkstra dgorithm ends faster. The CAC dedsion is
explained in sedion V.

IV. CONNECTION ADMISSON CONTROL
A. Meding Traffic Requirements

The problem of finding a path that satisfies several QoS
constraints is NP-complete, but polynomial-time dgorithms
can be used if one aswumes that the network service
disciplines are rate propational [9]. An example of such
gueuing disciplinesis Weighted Fair Queuing[11].

Asame the aygregate traffic source is constrained by its
leaky bucket parameters (o, p) where ¢ is the maximum burst
size and p is the average token rate. Aslume apath p of n
hops and link capadties C; a hop i. Let the residua
bandwidth on any link i be R. Let Ly be the maximal
padket sizein the network, prop the propagation delay at hop
i and r the amount of bandwidth requested (p <r <R;) for all
i O p. The following bounds based on work in [11] have
been found to apply.

The maximum end-to-end delay is given by

o+nll n L O
D(p.r,0) =———"+% G=+prop ey
0GC O
Delay jitter is bounded by
o+nllL
‘](pvrla):fmax (2)

Buffer spacerequirements at hopi are given by
B(p,o,i)=c+il,, ©)
B. Sdedingthe Path

Given those upper bounds, the dgorithm neels to verify
one or more of the following conditions to med the
respedive bounds.

D(p,r,J) < Drequsted’
J(pvrva) = ‘Jreqtmed’ (4)
B(p,o.,i)<B(i)

On the other hand, there ae instances where traffic needs
to med a cetain delay requirement irrespedive of the rate.
The maximum bandwidth available on a path p is the
minimum cgpadty of all links | of p. In this case, given the
maximum delay requested D equested: @ Cra ON path p, traffic
rate and delay should mee the foll owing conditi ons:

available *

PET < Con

D(p,r,0) <D, ®

requested

Asaume arequest for setting Y a path between ingress
router ingressl and egress router egressl. That request

includes the bandwidth r needed, as well as one or more other
congtraints in terms of delay, delay jitter and buffer space
requirement. The CRM maintains a structure P of the paths it
considers for routing the traffic requested. The CRM first
looks at the shortest path from ingressl to egressl. If any
link| hasC, <r thenit isdiscarded.

If no link has been pruned, the CRM proceas to the other
constraints to chedk that they do satisfy the inequalitiesin (4).
If so, the CRM sends a successresponse to ingressl with the
chosen path, updates the node resources in its resource
database. If a hop has been pruned o if the path does not
med traffic constraints, the CRM adds the available dternate
paths between (ingressl-egressl) iteratively to P and
performs the same dedks. If at this point afeasible path has
gtill not been identified, the CRM may explore other paths
based on the new paths added to P.

For ead of the pathsin P, the CRM iterates over the hopsi
and seleds alternate routes between (ingressl; hopi) on one
hand then (hop i; egressl), while performing the CAC. For a
path p identified by its hops: ingressl-nodel-node2-node3-
egressl, the dgorithm tries to perform the CAC on the
foll owing paths, while alding them to P:

. ingressl-alternate route(s)-nodel-node2-node3-
egressl

. i ngressl-nodel-alternate route(s)-egressl

. i ngressl-alternate route(s)-node2-node3-egressl

. i ngressl-nodel- node2-alternate route(s)-egressl

. ingressl-alternate route(s)-node3-egressl

. i ngressl-nodel- node2-node3-alternate route(s)-
egressl
,”’ 5\\\ ———————————————— ==

Fig. 2. Alternate Routes considered by the CRM.

The intuition behind this technique is that since the CRM
rejeds the path, it is because of either a ladk of cgpadty or
one of the other QoS constraints. A contributing fador is the
lack of cgpadty at a cetain link. By using thistednique, the
CRM is asaured that while mnsidering the dternate routes, it
circumvents the overused link. Exploring the different
possble routes may bewmme time-consuming A CRM may
dedde to stop investigating alternate routes after N different
routes have been considered. It would try to make multi-
trunk seledions instead. The dgorithm stops at the first
acceptable path.

The CRM does not stop when it has chedked the dternate
routes; rather it forms possble dternate paths based on the
contents of P. It isimportant that the CRM does not consider
a path more than once To prevent this, it always chedks the
path p under consideration against the list in P. The CRM
also makes sure that the dternate paths do not lead to cycles.
Therefore, P never contains walks.
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C. The DiamondProblem

Fig. 3. Diamond Problem.

It is possble that the dgorithm fails to discover possble
QoS routes.  This circumstance is due to a topdogy where
multiple links exist between two nodes or multiple short
paths. This leads the dgorithm to use up the two links
instead o all avalable links. The logic behind not
identifying all possble routes is to limit the processng time
required for candidate routes, as well as keep the number of
candidate routes small when seaching through them. In
addition, the Internet badbone topdogy is a sparsely
conneded mesh. This kind of topdogy is more anenable to
the solution proposed in this paper, since nodes have few
outgoing links.

Consider Fig. 3. By buildingthelist of paths and alternate
paths between any two-node pair, using urit cost for all li nks,
the dgorithm will i dentify S-1-D and S-2-D as paths between
S and D, but fail to identify S-3-D. The CRM will fail to use
S-3-D. This <enario can be solved. The CRM may identify
multi ple routes at seled nodes, by setting several link coststo
infinity and running the modified Dijkstra discussed ealier.
Those nodes are the routers with a large number of
interconnedions sich as routers A, B and C on the map in
Fig. 4. As an application to the diamond problem, after the
CRM has identified the primary and alternate route, it will set
both ¢y and cy to . This identifies S-3-D as an alternate
route. Whenever the dgorithm finds a suitable path, it should
set up an LSP on that route.

Fig. 4. MCI Internet Badkbone Topdogy [9].

If all candidate routes have been exhausted, the CRM sends
badk a message to the ingress node, notifying it of its failure
to pick a route or tries to make amulti-trunk seledion that
supparts the requested traffic, as discused in sedion IV.D.

D. Multi-Trunk Selection

This discusson asaimes a network environment where the
fine granularity of the micro-flows makes it possble to use
multiple paths for routing the same agregate. It also
asaimes that the ingress router knows how to route padets
unto severa trunks. The motivation for that is the neal to

kegp padkets that belong to the same (source, destination,
port) tuple in-order, therefore on the same Label Switched
Path. In that manner, padets of the same tuple need not be
reordered.

In order to resolve a“false negative” or the unavail ability
of any one route to sustain the traffic requirement, the CRM
may seled multiple paths to route the traffic requested. In
order to do so, the CRM should consider the candidate paths
in P asexplained in sedion IV.B.

In case we have abandwidth requirement, the CRM may
solve for the maximum bandwidth avail able from ingressl to
egressl, by running a maximum flow algorithm. A graph G’
constituted of the nodes and arcs in P will be cnsidered
when running the maxflow algorithm from ingressl to
egressl. Though implementations of the maxflow algorithm
perform at best at O(n®) runring time [1], the runring
involves a smaller number of nodes and arcs than the set of
nodes and arcs in the whole AS. Leét Cingess-egresa D€ the
available cgadty from runring the maxflow algorithm. If
Cingessi-egress < I', the CRM denies the request; otherwise, it
chedks whether the other QoS constraints can be met by
appropriate distribution of load on seled paths considered as
foll ows.

Equation (1) indicates that traffic experiences lessdelay by
increasing rate used on path p, i.e., when Co () is chosen on
the path [9]. Therefore, for every path in P, the CRM should
try to route the maximum allowable cgadty and ched
against the CAC congraints. Alternatively for a delay-
congtrained traffic, ead path should verify (5) to carry a part
of the traffic. Label Switched Paths are set up that eadh
correspond to atraffic trunk as mentioned in [8]. P isaways
reset to an empty set at the exd o the dgorithm run,
irrespedive of successor fail ure.

The gproach of pre-computing paths provides a fast
solution as oppased to OSPF-based solutions.  In addition,
communication overhea is reduced using this approach since
the CRM keepstradk of all resource reservation information.

V. CHANGING RESOURCE REQUIREMENTS

An isale aises in deding with an aggregate of flows, asis
the cae of diffserv, since micro-flows sould be &le to join
or split from this aggregate dynamicdly.

A. Increasing the Requirement of a Traffic Trunk

This discusson deds with the question of providing a
trunk with more resources if need be. Such a scenario
happens when a orporate network neals to increase the
aggregate so that it acoommodates new micro-flows. To do
so, it sends a request asking for more resources for the
aggregate. It is the responsibility of the CRM to explore
whether it can increase the resources assgned to the traffic.

We propose a scheme whereby the CRM tries to service
the extra resource needed on any one of the Label-Switched
Paths. Since the dgorithm presented ealier may instantiate
multiple traffic trunks for a particular traffic requirement, the
CRM services the extra flow requirements by adding it to an
existing traffic trunk This swves complexity in terms of
runring the dgorithm of sedion IV.B. In addition, the CRM
does not have to publish a new LSP. The CRM adds the
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traffic trunks considered to P. If such increase in resource
reservation is not possble -when the amisdgon control
rejeds the flow-, the CRM uses the paths in P and exeautes
the dgorithm discussd to find another route. In case of
success the extraflow will be serviced independently.

B. Deaeasingthe Requirement of a Traffic Trunk

By deaeasing the traffic requirement, the CRM should not
try to move the flow f from the path A it was using to the path
B that could theoreticdly suppart this traffic with the fewer
requirements needed. This would lead to out-of-order padket
delivery, which is not allowed [6]. Therefore, the CRM will
only update its view of the resources avail able.

V1. RESTORATION: RESPONSE TO LINK FAILURE

In a data network, resource (node or link) failure may
happen. It is the responsibility of the network to route the
data over different routes in order to keg the flow of
information urdisrupted. The network may find out about a
link fail ure throughthe OSPF updates. This sdion describes
a method for deding with link failure using OSPF as the
notification agent for link failure. Other routing protocols
may be used if the network administrator provisions a
medhanism for making the CRM aware that a link has fail ed.
When a link is no longer available, the OSPF update refleds
the new network topdogy pinpointing the fail ed link.

At the CRM, thisinformation is crucial for rerouting paths.
A CRM receaves an OSPF message, updates its view of the
topdogy and knows of link failures. The CRM isresponsible
for rerouting all LSP' sthat were using the fail ed link.

Reference [8] states that different traffic trunks may have
different priority. We aame that in the cae of a link
failure, the CRM seledively reroutes paths garting with the
higher priority ones.

_ - - ”4""5 ~ \\\\\\
ingressl. —— nodel node2 F— node3 == egressl
~ -
~ ~ \?/ - "
~ — — -><_ _,-/'/

Fig. 5. Paths Investigated in Response to Fail ure.

Asame the link (nodel-node?) is down. For a path
ingressl-nodel-node2-node3-egressl, the CRM  first
considers whether the traffic can use the dternate routes
between nodel and node2 by considering the path ingressl-
nodel-alternate route(s)-node2-node3-egress Furthermore, it
addsit to P. If thisis possble, then anew LSP is stup. Fig.
5 shows the different paths that the CRM investigates.

. i ngressl-nodel-alternate route(s)-node2-node3-
egressl

. i ngressl-alternate route(s)-node2-node3-egressl

. i ngressl-nodel-alternate route(s)-node3-egressl

. ingressl-alternate route(s)-node3-egressl

. i ngressl-nodel-alternate routes(s)-egressl

d ingressl-alternate route(s)-egressl

If al these paths fail to sustain the traffic, the CRM would
recnsider the paths in P, in a same fashion that sedions 1V.B
and 1V.D suggest. The CRM will examine the other trunks
that used link (nodel-node?) and perform the same rerouting
methoddogy. If the event a path cannot be rerouted, the
CRM should send a mnnedion teadown notificetion at the
ingress

In the event where the CRM is succesdul at moving traffic
from one trunk to another, one may consider the padkets that
have drealy readed the interior nodes.  Since the previous
LSP is no longer in effed, interior nodes may forward the
padkets in the network using IP routing by stripping the
padkets of the MPLS header. This reduces the number of
TCP flows that go in congestion control.

VII.CONCLUSION

For any end-to-end guarantees to be sustained, controlli ng
the flow of traffic throughthe network is criticd. The use of
connedion admisdgon, intelligent routing, and protedion
schemes makes end-to-end QoS a much more feasible
prosped. Using the functionality of diffserv, and addingto it
the route-pinning functionality of MPLS, we ca satisfy
guantitative QoS guarantees. The proposed Resource
Manager offers a solution that removes complexity at the
core, without losing control over network traffic. Knowledge
of network status all ows al ocaion of network resources, and
thus helpsin providing better QoS over IP networks.
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