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CCHHAAPPTTEERR    44          TTHHEE    WWEELLLLSSPPRRIINNGGSS    OOFF    IINNVVEENNTTIIOONN

                                                 
29 Contemporary brain research suggests that this left-right division is a myth; the brain is more adaptable than that.  
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30  “Creativity: Flow and the Psychology of Discovery and Invention”, by M ihaly Csikszentmihalyi, Harper Collins, 1996.  
T his book should be required reading for anyone interested in the topic. M y extracts are from Chapter T hree,  The C reative 
P ersonality, pp 51-76.  In some lively correspondence, M ihaly does not agree with my views about a stochastic,  neural 
component of creativity. H is basic position seems to be: “So what, if there is a random element? Does it matter?”.  I suppose 
if you are a behavioral psychologist, it doesn’t matter one way or the other; but if you are interested in the mechanisms of 
mind, it clearly is of interest to know whether this hypothesis holds water, and where these sparks come from. 
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31 I nventing:  H ow the M asters D id I t, by Byron. M . V anderbilt, M oore Publishing, 1974. 
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32  A rthur K oestler, The Act of C reation:  A  Study of the C onscious and U nconscious in Science and Art ,  Dell Publishing Co., 
New Y ork, 1967, p108. 
33  P. B . M edawar, The Art of the Soluble, M ethuen &  Co. L td., L ondon, 1967, p. 89. 
34   The L istener  (BBC Publications), The Reith L ectures A re D iscussed,  J an. 11, 1968, p. 41. 
35   See, for example, de Bono’s Thinking Course, Facts on F ile Publications, 1982. 
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36   J oseph W eizenbaum, C omputer P ower and H uman Reason: F rom J udgment to C alculation , W . H . Freeman, 1976, p 206. 
In spare moments, as a youngster, I  used write computer code to create the illusion of conversing with an intelligent machine, 
inspired by Weizenbaum’s controversial ‘Eliza’ program. 
37  See, for example, An Anthropologist on M ars;  Seven P aradoxical Tales, by Oliver Sacks, K nopf, 1995 
38  Ibid., p 241. 
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39 In The E ngine of Reason, The Seat of the Soul , by Paul M . Churchland, M IT  Press, 1996, page 279 
40   See also Churchland’s The C omputational M ind. 
41   In The Soul’s Code  by James Hillman, he presents his idea of ‘growing down’ to our life’s calling. 
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42  C onsciousness I nvolves Non-C omputable I ngredient, by Roger Penrose, p. 242, found in The Third C ulture, a series of 
philosophical essays assembled by J ohn B rockman, T ouchstone Books, 1996 
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CCHHAAPPTTEERR    55        AA    TTHHEERRMMAALL    BBAASSIISS    OOFF    CCRREEAATTIIVVIITTYY  

                                                 
43   Indeed, there is a thin line between creativity and madness: witness the lives of great artists and composers; V an Gogh 
and Robert Schumann come quickly to mind. I t is no exaggeration to state that the pressure to conform to the accepted norms 
in human societies works to suppress creativity. T his same risk exists in many corporate cultures. 
44   W e can readily quantify this energy: it is kT , where k is the Boltzmann constant and T  is the temperature of any physical 
body. For the brain, kT  amounts to 4.28 10-21 eV . Expressed as a voltage kT /q, this is 26.7 mV . Now, this  may seem like a   
small energy fluctuation, but in fact it looms large at the highly sensitive neuronal cell membrane. M uch more will be said about 
this in a follow-up essay, in preparation. 
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45  W e are perhaps disinclined to think of ourselves in such terms, but the fact is unavoidable. (I t brings new meaning to the 
expression ‘cool-headed’ to describe one whose thinking processes are less prone to miscalculation!) V iewed as an electro-
chemical entity, the neuron could be said to exhibit the ionic noise of a chemical reaction; but this too has a thermal basis. 
Gordon Shepherd’s Neurobiology (3rd Edition, 1994, Oxford U niversity Press) is a good source of ideas about neural 
systems and thought. A n emergent view of information-processing in the brain suggests that specific molecular codes are 
also used for symbol representation. See, for example, I nformation in the Brain, by I ra B lack, M IT  Press, 1994, which I  
recommend for its excellent clarity and exciting ideas.  
46  A computer’s logic gates would have precisely the same ‘problem’ if we chose to use much smaller signa l levels to 
represent internal data. T hus, if the voltage swings in say, current-mode logic (CM L ) cells were reduced by a factor of ten, 
from a typical amplitude of about 10kT/q to kT/q or a little lower, what we describe (for convenience) as the ‘decisions’ of 
the gates would in become less definite (more ‘fuzzy’) and in a potentially chaotic way, arising from the residual nonlinearity 
of the gate and a new sensitivity to a wider field of ‘maybe’ states.. It is noteworthy that neurons make their decisions on 
signals of about one-fifth of kT/q (5mV) and the ‘bit-error-rate’ in a single neuron is actually very high. It is only the fact 
that that we have such a huge number of neurons that processing can be accurate enough to be called “log ical”. 
47 M annfred Schroeder’s F ractals, C haos, P ower L aws, W . H . Freeman, 1991 may be a useful reference about chaos theory. 
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48  See When Will H AL  U nderstand What We Are Saying? , the chapter by Ray K urzweil in HAL’s Legacy: 2001’s Computer as 
D ream and Reality, edited by David Stork, M IT  Press, 1997, page 132. I t is well -known that Kurzweil’s ideas do not represent 
the mainstream. A  more authoritative reading can be found in Speech-U nderstanding Systems: F inal Report of a Study G roup,  
edited by A llen Newell, North Holland Publishing Co. 1973. 
49   W ho has not encountered those annoying people who compulsively complete your every sentence, presumably as     a way of 
indicating that they understand your most difficult thoughts, even before the  words are out of your mouth! 
50   J oke-telling depends on an exploitation of the unexpected, the unlikely denouement, particularly evident in puns. 
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51   A  great deal of pre-processing is performed in the feature-extraction layers of the retina itself. Curiously, these are located on 
the front surface of the retina, through which light passes before encountering the rods and cones. A rtificial retinas based on 
fully-analog neural networks (FA NNs) mimic these feature-seeking processes, but there’s nothing yet in the electronics domain  
like the higher-order processes that occur in the L GN . See Analog VL SI  and Neural Systems, by Carver M ead, A ddison-W esley 
Publishing Co, Reading, M A , 1989. I  had the distinct pleasure of reviewing the first draft M S of this seminal work. 
52  Paul M . Churchland, 1996, op. cit, page 10. 
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53  W e can liken our internal data-bases (really, the knowledge gained through a lifetime of experience) to a dry forest: it is 
replete with potential energy, stored up through a lifetime of sun-bathing: the chance lightning stroke that ignites the trees (the 
cerebral spark) will be much more likely to succeed if there is a stiff breeze blowing (the opportunity gradient). A nalogies of 
this sort are not proofs of anything; this one simply helps us to see that a minor trigger very commonly leads to a major 
outcome. That’s precisely how the felicitous insight leads to Invention. 
54  T his astonishing work poured from the creative courage of a 77-year old man, and was only recently made accessible by 
the equally creative dedication of A nthony Payne. I t had its premier performance in 1997. I  recommend you run to your 
nearest T ower Records and acquire a copy of the definitive performance by the BBC Symphony Orchestra, conducted by the 
ever ebullient A ndrew Davis (recently knighted by the Queen). L isten to it ten times in succession. I f, after that intensive 
exposure, you’re not still completely in awe and even more stirred by the magnificence of this noble music, it’s probably 
because either you’re (a) not British or (b) too young to have savored the unique, piquant mellowness of pre-1914 England. 
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55   T he witty musicologist Peter Schickele teasingly calls this “that certain je ne sais pas quoi!”.  
56   Notes to a recording of Strauss lieder, performed by B irgit Remmert and J an Schultsz, Harmonia M undi. 
57  A lthough not at the quantum level, which is a noise-free province. Incidentally, I  have little patience with authors who 
spout ‘quantum philosophy’, and the notion forwarded by Penrose and others that the mystery of mind can only be explained 
in terms of such misappropriated concepts as quantum gravity and non-locality in the space-time continuum. 
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58  The P sychology of I nvention in the M athematical F ield , by J acques Hadamard, quoted in The Emperor’s New Mind: 
C oncerning C omputers, M inds and the L aws of P hysics, by Roger Penrose, Oxford U niversity Press, 1989, p. 419. T his is 
essential reading for the curious mind. Penrose argues there are facets of human thought and imagination that can never be 
replicated by a machine. I’m not sure how one can assert that with certainty, in, say, the world of 3,000 AD, and I’m sure that 
people like M arvin M insky of M IT  and A ndy C lark of the U niversity of Sussex would strongly disagree. But my expectations 
of the silicon companions I  introduce later are much less modest than a total emulation of all human imagination. They don’t 
have to do that to be immensely more interesting and useful than the computers of today. 
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59   Ibid., p. 421. 
60   Ibid., p. 264 
61   See, for example, Beauty and Revolution in Science, by J ames w. M cA llister, 1996 
62   The Nature of I nsight, edited by Robert J . Sternberg and J anet E . Davidson, M IT  Press, 1996. 
63    Ibid., p 535: An I nvestment P erspective on C reative I nsight, by Robert J . Sternberg and T odd I . L ubart 
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CHAPTER  6    THE  STOCHASTIC  HYPOTHESIS  CHALLENGED 

                                                 
64   Note that I  am not suggesting here  that “free-thinking” machines will be – or will need to be – conscious, sentient beings in 
order to emulate creativity in certain closely-channeled and deliberately-limited ways. A lready, we are quite familiar with 
machines that “make suggestions” for us. 
65    U nder the heading I ndeterminism I s Not E nough, see p. 261 of the essay I ndeterminism And H uman F reedom, in the 
collection of essays P opper Selections, edited by David M iller, Princeton U niversity Press, 1985. 
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66 J ohn Snodgrass and I  have enjoyed an Internet debate on this theme. J ohn believes, as I  do, that classical A I  research has 
been misguided, in trying to ‘make machines that act like people’. He sees the need for more work on ‘IA’—Intelligence 
A ugmentation—the concept of having machines do the things that we can’t do, or do poorly, while leaving the sensory and 
creative roles to the human. W hile the value of strong heuristics and even randomness in extending the resourcefulness of the 
IA  means may be questionable, it seems to me that the step beyond IA  – the creative machine – demands this courageous step. 
67  Or, for that matter, “common sense”, which Mark Twain has noted is remarkably uncommon, and which M arvin M insky and 

his M IT  students are still struggling to emulate  
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68  Since the original writing, Sony have introduced a number of “intelligent pets’, such as the “dog” AIBO (which I saw in their 
Tokyo showrooms and couldn’t resist buying), and their plan is to introduce many  more such “creatures” in the future. Space 
exploration also calls for sentience with mobility.  
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69   As noted, this is mainly because we don’t allow computers to exhibit random responses to a give stimulus (program, 
data), although it’s also true that we have not even begun to address how to effectively harness non-determinism in a comput-
er architecture. T he nearest we come is to appeal to heuristics in coping with deeply branching problems, as in chess games.  
Even here, the process is deterministic aided by heuristics. W hat appears to be needed, as a first step, is a way to perturb a 
logical process just far enough to generate outcomes which are unexpected though not dramatically erroneous. T he second 
step, which is to know when the computer should be distracted by such an event, and in what way, is much harder. 
70  Other footnotes refer to Kurzweil’s publications and his far-out ideas. In revising this essay, I  can now point to his chapter in 
HAL’s Legacy, in which he proposes (pp. 164-167) slicing a dead brain, layer by layer, to decode its structure and content, or 
even scanning a live brain with the same objectives, namely, to replicate its function in some other medium. However, he is 
quite unclear about how the deconstruction and reconstruction mapping work would be carried out (it makes the human genome 
project look like child’s play). This appears to be not so much a bold and daring futuristic vision as a badly misguided attempt at 
“reverse engineering” – blind copying – in the naïve assumption that a “brain clone” would be somehow helpful, even if possi-
ble. 
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71  J -F  L yotard, The I nhuman: Reflections on T ime, translated by G. Bennington and R . Bowlby, Stanford U niversity Press, 
Stanford, 1991, p. 19. 
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72 T hat last paragraph appeared in a revision of this essay in about 1999. Now, ten years later, some of this expectation has 
been fulfilled; but not much progress has been made in “humanizing” the interfaces into simulators. However, we have only a 
small team, and they have worked hard at further improvements to the core capabilities, and in providing access to more 
advanced types of simulator, and in device modeling for very high speed circuits. Nevertheless, I  have been able to get some 
of these “band-aids” installed. For example, an analysis of circuit noise used to print out the contributions of all devices in a 
number order; now, they are ranked by their magnitude, which is far more useful in design studies, since the most significant 
sources can now be quickly identified. Other proprietary advances have also been coded and installed. 
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                            The Green Man is not just the name of a pub (or two!) in Ireland
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CHAPTER  7     MAKING  THINGS  HAPPEN 
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73 M any are student submissions from university “research”, encouraged by the overseeing professor, whose reputation may 
depend strongly on the numerical count of “co-authored” papers; quality is often a secondary consideration. 
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74   Ibid., page 17 
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75   Searching for new circuit topologies, I  expect to find “yellow doors” that open into new worlds of possibility, by defeating 
some (incorrectly presumed) fundamental limitation, and to my surprise and delight I  often succeed. 
76   T ribute in the A ugust 1991 issue of the IEEE J ournal of Solid-State C ircuits, V OL . 26, NO. 8, pp. 1087-1088. 
77   Private communications with Dobkin and Counts. 
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78    Pupin’s book F rom Immigrant to I nventor was the inspiration for many young aspiring inventors in A merica. A T & T  gave 
Pupin $500,000 for his seminal patents related to the inductive loading of long communications cables.  
79   Naming cells in this way is likely to deter young inventors, who may think that all the good ideas have already been 
thought of.  Names that are more descriptive are preferable in this regard, because they allow the new engineer to see them 
strictly in terms of their function, and to internalize them as their own possessions. Thus, not “the Brokaw band-gap”, but 
(say) the “emitter-coupled band-gap cell”. This is not meant to deflect acknowledgement of the inventor, but to encourage 
the young engineer to think objectively and functionally, and use the documented cell as a starting point for independent 
invention. 
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80 See Before Writing;  Vol. I , F rom C ounting to C uneiform, by Denise Schmandt-Besserat, U niversity of T exas Press, 1992, 

for an enlightening account of the precursors of writing. 
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LL iivveess  ooff   ggrreeaatt  mmeenn  aall ll   rreemmiinndd  uuss,,  
                                                                                           WWee  ccaann  mmaakkee  oouurr  ll iivveess  ssuubbll iimmee,,  
                                                                                  AA nndd,,  ddeeppaarrttiinngg,,  lleeaavvee  bbeehhiinndd  uuss  
                                                                                                                             FF oooottpprriinnttss  iinn  tthhee  ssaannddss  ooff   ttiimmee.. 


