

     On a Purported Principle of Practical Reason

   I. Introduction

A number of philosophers are attracted to the Principle of the Priority of Belief (or PPB) in practical matters. PPB has two parts: (1) it is a principle of practical reason to adjust your desires in accordance with your evaluative beliefs and (2) you should not adjust your evaluative beliefs in accordance with your desires. The central claim of this principle is that beliefs rightly govern desires and that desires have no authority over beliefs. This paper aims to show that accepting the asymmetry posited by PPB between belief and desire is mistaken. In the place of PPB, we should adopt a principle that advises agents to eliminate explicit tension between evaluative beliefs and desires without privileging either group. Call this the Principle of Evaluative Coherence (PEC). PEC maintains that some change must be made and that it can be rational to side with the considerations favored by desire.

R. Jay Wallace and Michael Smith are the philosophers who most explicitly accept PPB. Wallace claims that “it is an independent principle or norm of rationality that one should desire in accordance with one’s evaluative beliefs” (1990: 366). Furthermore, he claims it is not “a basic principle of practical rationality that one should adjust one’s evaluative beliefs to one’s (intrinsic) desires” (1990: 370). Smith claims that, “If an agent believes that she has a normative reason to (, then she rationally should desire to (” (1994, 148). Later on he adds, “the mere fact that we actually desire not to ( gives us no reason to reevaluate the truth of our belief” (1994: 178). According to PPB, desires provide no justification for action in the face of a conflicting belief. The aim of this paper is to show that beliefs do not always have priority in deliberation. One can rationally reject or suspend a belief on the basis of a desire. 

The proponent of PEC maintains that in some cases siding with desire is rationally permissible, while the defender of PPB claims that beliefs always have priority over desires. So PEC is a weaker principle. To establish PEC one needs only to show that rejecting evaluative beliefs in light of a desire is not always irrational. In the next two sections a case is made for PEC based on the verdicts of common sense and an interpretation of some research in psychology. Next, some arguments for PPB are examined and found less than compelling. Finally, some objections to PEC are considered. In the end, we will see that the normative relations between belief and desire are more complicated than many writers have allowed. 

Before presenting the arguments some preliminary comments are required. Note that the desires that are of interest here are what many writers call intrinsic or unmotivated desires. These desires are often contrasted with motivated desires.
 Unmotivated desires are not the products of rational deliberation. One just finds oneself desiring some object. Motivated desires include desires that an agent adopts on instrumental grounds. For instance, my desire to spend time on the treadmill is motivated by a desire for health. More generally, one might adopt a desire because one believes that the object of that desire is good or valuable. However, it is not necessary, at least on most accounts, that a motivated desire be the product of decision or deliberation. R. Jay Wallace contends that motivated desires are ones that “the propositional content of the desire is shown to be rationalized or justified by the content of other of the person’s attitudes” (1990: 364). The issue in deciding whether to adopt PPB or PEC concerns what to do in cases where one’s unmotivated desires pull in one direction and one’s evaluative belief points in another. I contend that one is not rationally required to reject the desire. One might suspend or reject a belief in order to reach coherence.  

Desire, in the sense at issue, can persist in the absence of an evaluative belief that the object of the desire is good. Nevertheless, one is still inclined towards the object of that desire. It is helpful to think of such desires as close to T.M. Scanlon’s ‘desire in the directed-attention sense’. Scanlon says, “a person has a desire in the directed-attention sense that P if the thought of P keeps occurring to him or her in a favorable light, that is to say, if the person’s attention is directed insistently toward considerations that present themselves as counting in favor of P” (1998:39). In desiring an object one’s thoughts return to that object and one feels inclined towards it. My argument remains agnostic as to whether aspects of the object of desire must be seen as a reason for the object because that may entail some sort of evaluative belief. It is my hope that the experience of desiring against one’s evaluative beliefs is familiar enough that it does not require further comment. 

The force of my argument will depend, at least in part, on when it is appropriate to attribute evaluative beliefs to an agent. I will not be offering a full philosophical analysis of the nature of evaluative belief, but I need to make some preliminary points.
 By ‘evaluative belief’ I mean the class of beliefs with the content that something is good, valuable, etc. One can have such a belief and lack the corresponding desire. That is, beliefs and desires are distinct existences. Of course, some beliefs are very likely to be accompanied by particular desires, but there is no necessary connection. My only argument for this is the perfectly familiar phenomena of desiring against one’s normative judgment. Moreover, the principles at issue concern what to do in this sort of conflict, so it is perfectly natural to assume these conflicts exist. Later, I will argue that because of the type of rational guidance at issue we should limit our discussion to consciously available beliefs that agents assent to and are inclined to use in deliberation. This issue is complicated though, so we will need to put it off until the argument is better developed.

Note that PEC is only a small part of a full theory of practical rationality. It is put forth only as a permissive rational principle. It only allows possibilities and makes no claim about what is the most rational thing to do. PEC is what John Broome calls a “normative requirement” (1999: 398). It is principle that governs the combination of mental states, but this requirement is met by altering either of the two mental states. We are less than perfectly rational if we maintain both the belief and the desire. We eliminate the irrationality by rejecting either one. Which one of the alternatives one ought to adopt will depend on the particulars of the case and the truth regarding the correct and full theory of rationality.

II. Rationality and Huck Finn Cases

What makes a principle a principle of rationality? Our focus here will be on a thin, non-substantive form of rationality. Rationality will be assessed solely in terms of the coherence of one’s attitudes. So the most basic condition on a principle of rationality is that violation of it creates some degree of incoherence in the attitudes of the agent. Such incoherence always makes one less than perfectly rational. The incoherence that PEC prevents is the practical incoherence of being torn between two paths. The agent aims to form an intention and the conflict must be resolved in order to do so. It should be noted that an agent with some incoherence in her attitudes still might be rational on the whole because this aspect of irrationality is outweighed by some other factor. Nevertheless, there is always some degree of irrationality in any violation. 

Some philosophers favor more substantive conceptions of rationality.
 Such accounts usually claim that rationality requires responding to the force of reasons or values. My argument remains agnostic regarding the truth of these theories. I assume that even theorists who favor a more robust sense of rationality will allow that there are also non-substantive principles regarding the coherence of one’s attitudes. However, a defender of PPB might admit PEC prevents incoherence, but that it always does so in the wrong way. The objection runs that simply ruling out incoherence is not enough to qualify as a rational principle because some such principles will lead to terrible reasoning. Such a critic contends that a principle must not only rule out incoherence, but also be necessary for good reasoning in some cases. For the sake of argument I will accept this further condition on principles of rationality.

The defender of PPB claims that siding with desire always amounts to an unwarranted revision in one’s estimation of what one ought to do based merely on one’s desires. In rest of this section and the next I will argue that this is not the case. PEC not only prevents incoherence, but also sometimes allows for the best possibility. That is, there are a fair number of cases where siding with desires is what we have most reason to do. In sections four and five of the papers I will return to the question of coherence and arguments for PPB. 

Nomy Arpaly’s discussion of acting rationally against one’s best judgment in her book Unprincipled Virtue gives us some reason to be skeptical of PPB. Arpaly discusses a number of cases in which the option supported by the best reasons is not the option chosen in deliberation. The explanation of this fact is that our evaluative beliefs can be false. To take a familiar example, Mark Twain’s character Huckleberry Finn holds the evaluative belief that one ought to turn in runaway slaves. However, he becomes a close friend of the runaway slave Jim. When opportunities arise to turn Jim in Huck’s sentiments will not allow him to do so. All things considered, Huck believes he ought to turn Jim in, but fails to do so. With a little imagination one can create a number of cases that have the same basic features. Using such cases Arpaly argues that an agent can act rationally while believing they are acting irrationally. For instance, Huck Finn acts for moral reasons, even though he does not think of them as moral reasons at all. It is not clear what moral to draw from this. Of course our evaluative beliefs can be false. How do we proceed rationally in light of this?


In an effort to get clearer on this issue Arpaly points out an ambiguity in the phrase ‘acting rationally’. She makes a distinction between two types of theories of rationality, an “account of rationality” and a “rational agent’s manual” (2003: 33-37). An account of rationality describes what it is for a person to act rationally. It sets standards to evaluate an action as rational or not. A rational agent’s manual offers guidance to the agent regarding how to act. It is a guide an agent consults in practical deliberation to decide what to do. Arpaly claims that no theory of rationality that aims at giving advice could advise agents to act against their own best judgment. She says this is an “absurd piece of advice” (2003:34). It is akin to claiming ‘It is raining, but I don’t believe it’. However, it is clear that the claims of these Moorean paradoxes may well be true.  It may very well be the case that it is raining and that a particular agent is not aware of this fact. Similarly, it may be that the most rational thing to do is to act against your own evaluative belief for it may very well be false. This truth needs to find expression in a rational agent’s manual. So PPB and PEC are potential components of a rational agent’s manual.
 They are principles we consult in the first person. 

Before we decide whether an agent’s must be guided by PPB another distinction is required. Arpaly discusses acting against one’s best ‘judgment’. However, there are two possible moments of judgment in practical deliberation. There is deciding what is best and deciding what to do.
 The first step involves an evaluation of the alternatives. The second involves opting for one of those alternatives. In most cases these two do not come apart. However, the existence of akrasia and perverse choices show that this is not always the case.
 Sometimes we decide one alternative is the best, but choose another option because we are weak-willed or prefer to act badly. In another set of cases an agent might decide what to do without deciding what is best. This might be because the alternatives are incommensurate. One just picks without judging that the chosen option is better than all the other alternatives. Also, an agent might act spontaneously without ever considering what ought to be done. The existence of any of these possibilities might be disputed, but common sense suggests they are all possible. Since most proponents of PPB will accept such a distinction, there is no need to examine it further in this context.

These possibilities present two ways to interpret PPB. At which point does it apply to practical deliberation? Is it a constraint on what we must will or a constraint on what we must judge best? It seems clear that the principle can only be employed once one has formed an evaluative belief; so perhaps, it applies once we have decided what is best. It applies at the point of opting for an alternative after one has evaluated the relevant options. This cannot be quite right. To take the principle to apply in this way would be to take all violations of PPB to be forms of weakness of will or perverse choice. Those are forms of practical irrationality, but they are not the cases under discussion. One can also violate PPB by rejecting a belief on the basis of a desire, that is, by fidelity to PEC. We can see this has to be the case because the defender of PPB will want to make sense of another type of practical irrationality. A perverse choice is making a choice because one sees that it is bad. Weakness of will is failure to carry out one’s intention. However, there is also what we can call a rationalization. A rationalization is when an agent discards a belief about what he ought to do because he desires not to do it.
 The defender of PEC is not committed to labeling such changes of mind irrational. Though, it should be noted that he might call some such changes of mind irrational depending on what else is invoked in a full theory of rationality.

Hence, the principle is best understood as applying at the first moment of judgment. PPB places a constraint on how we must form our judgment of what is best. To put it simply, the cognitive has priority in judging what is best. Desires are relevant just to the extent they are backed by evaluative beliefs. The defender of PEC argues there is no rational requirement to side with belief against desire. All that is required is that one gives up one or the other. One can rationally side with desire by either rejecting the belief or refusing to make any evaluative judgment at all. This will be clarified in the second half of the paper. In the next section I want to show that the force of my objection does not depend on our intuitions about Huck Finn cases. Research in psychology supports the claim that there are often two different processes at work in our decision-making and that the one most closely aligned with evaluative beliefs has no definitive claim on authority. This makes adopting PEC more attractive.  

        III. An Empirical Argument against the Priority of Belief 


In cognitive and social psychology there has been a great deal of evidence that supports the claim that there are often dual processing systems at work in making judgments and decisions.
 One process, variously called the automatic, intuitive, or non-conscious, makes spilt second assessments. Another system, often labeled the conscious, rational, or systematic, makes assessments based on explicit reasoning. Interestingly, these systems do not always work in perfect accord. Psychologists often find they can manipulate a person’s decisions based on affecting the first system, while the subject explains their behavior in terms of the second.


One way this is relevant for practical reason is illustrated by Jonathan Haidt’s work defending what he calls a “social intuitionist” account of moral judgment.
 One of Haidt’s basic contentions is that much of moral reasoning is a post hoc attempt to justify the conclusions reached by automatic moral intuitions. He found that many subjects insist certain actions are morally wrong, even though they are incapable of saying why the act is wrong. For instance, some subjects given a vignette about a case of incest that has no chance of resulting in pregnancy insist that the action is wrong despite the fact that they can give no reason for it being wrong. Haidt claims that most often it is the intuitive system that drives moral thought. He contends that the moral reasoning process “is more like a lawyer defending a claim than a judge or scientist seeking the truth” (2001: 820). In some cases there is a disconnection between the processes because the moral reasoning process does not see how to account for the verdict of intuitive process. The subjects just have an automatic revulsion to incest, but given the stipulations about the impossibility of pregnancy can not ground this revulsion in any reasons.

The dual processes at work in such judgments are typically not aware of each other, but can interact in complicated ways. On some occasions the systems offer different verdicts. One’s intuitive judgment might select one option, while one’s conscious reasoning process is drawn to another. Such conflicts pose a problem for practical reason.  Outlined below is some research that supports the claim we are sometimes better off siding with the intuitive system. Then I will argue that, at least in some cases, this system is expressing unmotivated desires rather than evaluative beliefs.
 

Timothy D. Wilson, in his book Strangers to Ourselves, summarizes data collected over the last twenty years by he and his colleagues that suggests introspecting reasons often results in non-optimal decision making.
 Wilson’s general claim is that in an important class of cases the beliefs we reach via conscious deliberation about our reasons are false. His argument is that the reasons we arrive at in reflection are likely to be those that have cultural currency, are readily accessible, and easy to verbalize. However, many of our reasons are actually selected by what he calls our “adaptive unconscious”.
 Our adaptive unconscious is a more primitive part of our mental system that handles all sorts of problems in ways inaccessible to conscious thought. Since many of our reasons for action are prevented from entering into deliberation by the structure of our minds, deliberation often has a negative impact on choice. 


Wilson has conducted a number of experiments that support this view. Let us briefly examine two. Wilson and Schooler (1991) present research that shows that a group of individuals who were asked to analyze their reasons were less likely to agree with expert opinion than a control group. In one experiment the subjects were asked to rate their preferences for jams. Subjects who were asked to formulate reasons for their preferences tended to diverge to a greater degree in preferences from trained sensory experts than a control group.
 This suggests that prior to reflection subjects were more likely to respond to factors that are better measurements of the quality of jams. One might protest that in matters of taste there is no such thing as a correct judgement. Fine, but introspecting reasons did create a different outcome. If there is no standard of correctness in matters of taste, then the subjects did not uncover some facts the control group overlooked. What accounts for the change? Wilson’s explanation is that when people analyze reasons they focus on attributes that seem to be plausible causes of their evaluations. However, these factors may not be the ones that they would naturally respond to, but focusing on these factors changes their minds. If their original preferences were functional, then the changes did not improve choice. Furthermore, if we assume that humans are biologically hard-wired to notice certain important facts about food, then deliberation altered the preferences in a non-optimal way.

Wilson et. al. (1993) gives further reason to think the changes produced by forming evaluative beliefs are counter-productive. Researchers found that analyzing reasons reduced post-choice satisfaction in subjects. Subjects in the study were asked to evaluate posters. Some posters were representations of famous works of art, while others were posters that attempted to be humorous.
 Some of the subjects were asked to list the reasons for their feelings about the posters, while the control was not. The reasons group liked the humorous posters to a greater degree than the control group and more negatively evaluated the art posters. After the experiment subjects were allowed to take their favorite poster home. Again, the members of the reason group were more likely to choose the humorous posters. More interestingly, when experimenters called subjects about a month later to see how subjects felt about their choices the subjects who analyzed their reasons generally report having less satisfaction with their choice of posters.

How ought we to explain this result? Wilson argues that subjects in the control group made their choices on their natural preferences. The subjects in the reasons group made their choices based on explicit deliberation. Occasionally, these reason-informed preferences differed from natural preferences. Over time these reason-informed preferences fade and subjects return to their natural preferences and as a result have less satisfaction with their choices. So, not only does forming evaluative beliefs sometimes cause people to diverge more from expert opinion than they would without it, but it can also cause people to take options they will enjoy less.  


What this research suggests is that the process of deliberation, which one assumes leads to the formation of evaluative beliefs, is sometimes detrimental for decision-making. We are much better served in going with our intuitive responses in some cases. How is this relevant to the debate regarding PPB and PEC? Well, it can seem natural to equate what psychologists call the intuitive system with what philosophers call one’s desires that are untutored by evaluative beliefs. Consider the parallels between the systems and the classes of mental states. If you have an intuitive aversion to an object, then you desire not to be near it. You may not have any beliefs about the object. If you reason through your options, then you have an evaluative belief. That belief may not produce a corresponding desire. Moreover, consider how psychologists tend to describe the dual processes. The intuitive system is fast, effortless, and unintentional.
 The desires that concern philosophers spring up in us without our making a choice.  They arise immediately and effortlessly in the presence of an object. On the other hand, the reasoning process takes effort and is under our intentional control. 


But this identification would be too quick.
 There are other possible accounts of intuitive responses. Intuitive aversions may be judgments based on long held evaluative beliefs that no longer figure in conscious decision-making. Alternatively, intuitive judgments in such cases may result from heuristics that we employ to streamline deliberation.
 Hence, it is unwise to assume that intuitive judgments are solely the product of unmotivated desires. However, the argument for PEC does not require this. All that is required that in some cases the intuitive judgments are based on unmotivated desires that are not backed by evaluative beliefs and that these judgments serve us better. If there are any such cases, then we should reject PPB in favor of PEC.


Now let me make the argument that there are such cases. Take the example of subjects who chose the humorous posters over the artistic posters. Prior to deliberation most subjects prefer the artistic posters, but after deliberation they prefer the humorous ones. The best explanation of such a case is that the subjects initially had an unmotivated desire. That is, they found themselves drawn to artistic posters and there is no reason to think this was the result of an inference from some view of what is valuable. Then this preference was changed by deliberation that yielded an evaluative belief. The formation of the evaluative belief made the initial desire lose some of its motivational force. This explanation is simple and accounts for everything that needs to be accounted for in the case.

The other possible explanations are more cumbersome and introduce extra theoretical baggage we do not have independent reason to accept. There is no clear reason why humans would have a heuristic for selecting posters in such a case. Heuristics are simple rules of thumb individuals use to sort through complex issues. There is nothing complex about such a choice and it is unique enough to make it unlikely that anyone would have pre-existing principle for such a case. In short, it is hard to see what the rule of thumb would be and why anyone would need it. An explanation invoking evaluative beliefs is more plausible, but still problematic. If the intuitive judgment were caused by an evaluative belief, it would be surprising that subjects did not just cite that belief when explaining their choice. This explanation has to maintain that there is an evaluative belief held by the subject that the subject would deny having. We will return to this issue of attributing evaluative beliefs below, but it seems dogmatic to insist that there must be a belief in their somewhere. The most common sense way to explain such a case is to say the subjects wanted the poster, but decided against it because they judged it was not best.  As long as there any such cases, PPB is in trouble.


Here the proponent of PPB may claim that I attacking a straw man.
 The argument for PEC is being made on the grounds of decisions in some highly contrived psychological experiments. Evaluative beliefs in these cases are the product of overanalyzing and too much thinking by the agent. That is, they are not formed rationally or naturally. Notice though that PPB does not say evaluative beliefs have priority only when they are formed in the right way. That would be the much weaker claim that evaluative beliefs have priority unless they are formed improperly. Or, perhaps, the trivial claim that beliefs have priority except when they do not. PPB is much stronger than that. It claims that beliefs, no matter their content or causal history, have priority over desires simply because they are beliefs.

Admittedly, this argument only shows that in some cases there is empirical evidence to think we ought to reject PPB. It has not established the extent of these cases. I take it to be an empirical matter as to when evaluative beliefs actually do an effective job leading normal human agents. There may be some specifiable set of circumstances, in all likelihood relative to culture and personality, where agents tend to be misled lead by deliberation and the formation of evaluative beliefs. This is not skepticism about the reasoning process; it is merely the recognition of the fact that it is an imperfect tool. The cognitive and intuitive processes, as well as the beliefs and desires they trade in, may be generally reliable mechanisms that tend to malfunction in certain circumstances.
 That being said it is not my contention that we should always be guided by our intuitive aversions. In many cases, perhaps most, we do need to be guided by our evaluative beliefs. For instance, Jonathan Baron has argued that allowing intuition to play a role in public policy decisions often leads to disastrous consequences.
 My contention in this paper is only that rationality does not require that we always reject desires instead of evaluative beliefs. It is an open question as to when reliance on one or the other is most likely to lead to a correct decision. Accounts of practical rationality need to be mindful of this because principles of practical reason need to be applicable to agents with a normal human psychology.

PPB claims that one ought to reject one’s desires if they conflict with one’s evaluative beliefs. The empirical evidence suggests, at least in certain cases, this tends to result in worse decisions. One is often better guided by desires. PEC allows for better guidance in these cases. One might contend that this is irrelevant for practical reason. Irrationality does not insure that one’s decisions will be bad ones. It does insure though that one’s attitudes are poorly ordered. The rest of the paper will be concerned with that issue.

     IV. Arguments for PPB

What arguments are there for rejecting PEC and adopting PPB instead? In The Moral Problem and a number of papers Smith presents a largely implicit case for PPB. Smith rejects the Humean theory of normative reasons, the claim that reasons ultimately depend upon desires. He does so without rejecting the Humean theory of motivation or reason internalism often thought to lead directly to the Humean theory of reasons. Against the claim that reasons depend on desires, Smith argues that reasons are dependent on facts about the psychological states of fully rational agents. These facts are things we can come to believe. Furthermore, there is a demand of coherence between these beliefs and our desires. The general strategy is that while desires may seem not to be subject to rational standards, these beliefs certainly are. If beliefs govern desires, then desires are also subject to rational standards. Hence, it is not true that it is ultimately our desires that determine what reasons we have.

In a bit more detail now, the argument contends that agents are rationally required to be motivated by the reasons they believe they have. Evaluative beliefs are connected to desires because believing one ought to ( is believing one would desire to ( if one were fully rational. A failure to comply with this belief constitutes psychological incoherence, which is the prototypical type of irrationality. As Smith more recently put the point, “reason requires that agents’ desires for ends covary with their judgments about what they have normative reason to do” (2004:177). With this quote the proponent of PEC agrees.
 PEC demands psychological coherence, but allows that rejecting or suspending the belief can achieve this. 

PPB gives privilege to belief. What can Smith offer as an argument for rejecting the desire instead of the belief? Here is what he says:

Our (-ing is desirable just in case we would desire to ( if we were fully rational. Now, by hypothesis, what we believe is that we would desire to ( if we were fully rational. We do not believe that we would desire not to ( if we were fully rational. And the mere fact that we actually desire not to ( gives us no reason to change this belief; it gives us no reason to reevaluate the truth of our belief. Believing what we believe it therefore follows that we rationally should get rid of the desire not to ( and acquire the desire to ( instead. (1994: 178)

This is just an assertion of PPB, not an argument for it. A proponent of the priority of desire might paraphrase Smith and claim that desiring what we desire it therefore follows that we rationally should get rid of the belief that we ought not to (. But, neither of these points is compelling. The fact that we merely have the belief or the desire is not a reason to keep it. 


Smith could try to bolster his position by undercutting the force of the Huck Finn cases. He could do so by appealing to his distinction between two possible analyses of evaluative belief.
 On the ‘example analysis’ of evaluative beliefs, believing I ought to ( is to believe a fully rational version of myself would (. On an ‘advice analysis’ of evaluative beliefs, believing I ought to ( is to believe a fully rational version of myself would advise my actual self to (. The first is a belief about what my fully rational self would do, whereas the second is a belief about what my fully rational self would want my actual self (who maybe less than fully rational) to do. Smith argues that the advice model is the superior because what it is rational to do depends upon the situation, including what the agent is like. It may be the case that the actual self could not imitate the fully rational version of herself.


How does this help? Well, an agent might believe a fully rational version of her self would adopt a desire to match her belief without believing that a fully rational version of herself would want her actual self to do so. Our intuitions about Huck Finn cases may tread on such ambiguities. However, if this is the analysis of ‘evaluative belief’ we prefer, it is still possible that Huck’s is mistaken. Perhaps, a fully rational version of Huck would want the original Huck to simply give up the belief. I can see no reason why a fully rational version of an agent would always want her less than fully rational counterpart to act on her beliefs. Since the belief only leads to Huck’s torment, it seems plausible that a fully rational version of Huck would advise rejecting the belief. A fully rational version of an agent may occasionally want her actual self to be guided by desires. Indeed, it seems like a fair number of people suffer from a tendency to over analyze their decisions and lean too heavily on cognitive processing. Many actual good advisors who have advisees like this do want for their advisees to simply reject their beliefs. Hence, the common bit of advice to ‘listen to your heart’ or ‘go with your gut’. The reflective and evaluative practices of the advisees simply get in the way of making the best choice. 

Wallace also presents a largely implicit case for adopting PPB. He claims that the nature of belief requires that we give beliefs greater weight than desires. He points out that “one should desire those ends and activities one takes to be desirable” and that “we do in fact try to adjust our desires to our evaluative beliefs, and take ourselves to be subject to rational criticism when we fail” (1990:366). With these claims the proponent of PEC can readily agree. We are required to exhibit coherence in our evaluative profile and this is something most agents recognize and conform with. In addition to this, PEC claims that beliefs do not have privilege over desires in practical matters. Wallace rejects this on the grounds that, “it can be perfectly rational to hold that one’s intrinsic desires aim at what is not valuable at all” (1990: 370). He might insist that the same is not true of our evaluative beliefs. There is an important difference between beliefs and desires suggested by this remark, but it cannot do the work required to defend PPB.
The difference is brought out by drawing attention to the fact that strong akrasia of belief is very difficult to make sense of. In more recent work, Wallace says it is hard to imagine “a case in which one judges that a given conclusion-say, p-is true, and yet one consciously and without self-deception believes that not-p” (2001:12).
 This seems right. Normally, if one finds decisive evidence against the truth of a belief that tends to make one give up the belief. We should not overplay this fact though. For instance, it is important to note the element of idealization in Wallace’s description of the case. Weak akrasia of belief, cases that involve self-deception or less than fully conscious beliefs, are possible and quite common. Regardless of this worry, to have a belief is to treat the content of that belief as true. An analogous principle does not seem to hold for desires. An agent can consciously and without self-deception realize that his desire for heroin or lottery tickets is misguided, but still desire it. Desires can persist even if we are convinced they are worthless. Beliefs seem to be dependent on evidence in a way that desires are not. Hence, it might seem that if I desire X, but believe I ought not to X, then I should decide not to X.

But, this is a mistake. It is to count some considerations in favor of an action twice. In most cases, when we deliberate we form a belief about what we ought to do and straightaway we act. However, the cases under discussion are not the normal cases. What are we to do in cases where we have formed a belief on what we ought to do, but remain conflicted? To insist that one sides with belief would be to count the considerations in favor of that belief twice, once in forming the belief and again in siding with the belief against desire. What the defender of PPB needs is some reason stemming from the difference between beliefs and desires to count those considerations again. That is, to count them again, whatever the content, simply because they are things believed. One might contend that siding with desire would also amount to a double counting. If one has reasoned carefully then they have already accounted for the desire in forming the evaluative belief. It has been given due weight and should not be counted again. It is important to recall though that PEC does not insist that desires be given priority. Rather it allows that one can side with either consideration. It allows that once we begin to use the cognitive system we are not forced to remain in it. We can opt out of the reflective process. In essence, one can stop the process of ‘counting’ or deliberating altogether. 

One needs to keep in mind the distinction between evaluating particular beliefs or desires and evaluating the classes as a whole. In the case of evaluating an individual belief or desire, belief might have to be taken more seriously. Yet, what reason do we have to suppose that the class of mental states that are beliefs have privilege over the class of mental states that are desires? I can see no reason stemming from the nature of belief or the way in which our minds work that insures belief must have priority. 

The holism of the mental has been creeping in the shadows of discussion for some time now and we need to take a moment to address it. The rationality of any judgment has to be assessed in terms of the other mental states of the agent. Deciding to reject a belief on the basis of a desire will be irrational if one also believes that one’s beliefs are never mistaken. Throughout this paper I have been assuming that agents do not hold such a belief. This might be used as objection to my argument in at least two ways. It might be said that this shows it is really an evaluative belief that is the basis of the change. This is not the case. The mere fact that I believe I might be mistaken is not a reason to revise my beliefs. It is this belief in conjunction with the desire that is the grounds of rejecting the evaluative belief. A related objection is that the holism of the mental shows that it is foolish to talk about the battle between belief and desire. They are too intertwined to be treated as distinct forces. I have some sympathy with this point and it seems more compatible with PEC than PPB. However, it does seem that agents can be conflicted in the sense under discussion. You can believe one thing is good, but desire another. The existence of such cases shows the importance of understanding the authority of desire and belief.

The defender of PPB needs a reason why the class of mental states that are beliefs have privilege over the class that are desires in deliberative matters. It should be clear that no distinction like the one that Wallace suggests applies to beliefs and desires as a class. It can be perfectly rational to hold that some of one’s evaluative beliefs are mistaken. In fact, it would be epistemically immodest to claim that it is impossible that any of one’s evaluative beliefs are false. Of course, it is irrational for an agent to hold that all her beliefs are misguided. However, the agent who holds that all her intrinsic desires aim at what is worthless is not in any better condition than an agent who thinks all her beliefs are false is. Both agents are likely to be stymied in practical matters.

      V. Avoiding Paradox

It might seem that to accept PEC is paradoxical. PEC tells us we are not rationally required to be guided by our evaluative beliefs. How is this possible? Well, it seems possible for an agent to form an evaluative belief that they find disturbing or unnerving. An agent might then reject that evaluative belief on the basis of this uneasiness without seeing any other clear reason why it should be rejected. However, it seems they are forming an evaluative belief and being guided by it, namely, that their original evaluative belief is not to be trusted. Is this a paradox? I do not think so. In acting an agent might side with his desires against his evaluative beliefs. There are two ways this might come about. In some case an agent might change his belief because of a desire. In other more interesting cases an agent might simply suspend his evaluative beliefs. 

Consider a case of the first sort. A man, call him Alan, contemplates what would be his ideal bride. Alan examines the successful marriages he is familiar with. He uses these examples to construct a model of what he should look for in a potential life partner. After due reflection and careful consideration he judges that a woman must has some set of properties, call them X, Y, and Z, to be a potential partner. Now Alan meets Betty. Alan takes notice of the fact that Betty does not have properties X, Y, and Z. However, to his surprise, Alan finds himself drawn to Betty. He is falling in love with her. What is he rationally required to do? PPB tells us he is rationally required to change his desires to match his beliefs and that it would be irrational to make the change in the other direction. That seems suspect. At most, rationality requires Alan to eliminate the explicit tension between his beliefs and desires. Most of us would counsel Alan to reconsider his evaluative belief because we take his desires to be evidence regarding whom it is best for him to love.

Let me make it clear that it is not essential to this case that Alan’s belief be formed irrationally. He might have formed his belief in light of his evidence with perfect rationality. Alan need not be in a state of emotional stress that blurs his vision. Nor need it be the case that he was indifferent to some evidence he should have been aware of. Even if Alan has a perfectly rational belief he could rationally reject it in light of the desire. One might reply that desires regarding love are not subject to rational justification. Since these preferences are not open to rational deliberation, rational principles cannot govern them. So PPB is not at fault for governing them improperly. This response concedes the point that PPB has limited application. Love is an area where desires must be given authority regardless of what one believes. However, even this limited response is not compelling because PEC does govern such cases. Alan is less than perfectly rational if he holds on to his belief. Perhaps, he cannot banish the belief or the desire in an instant, but he needs to resolve the tension.
Another response to this example is to claim that PPB only holds for all things considered evaluative beliefs.
 In the above case it might be claimed that Alan only had a provisional belief. It is not clear that this has to be the case. Alan could have been completely confident. The critic might contend that Alan must have an evaluative belief about when to change his mind for the change of mind to be rational. However, it seems permissible for Alan to change his mind without inferring that the change is justified by a general evaluative belief about the proper place of desire in belief formation. Nevertheless, the proponent of PPB might try to accommodate these cases by allowing that desire is sometimes a source of information for reasoning. They can allow that sometimes our judgments of what we ought to do need to be informed by what we find ourselves drawn to. If they go this route, then some account is owed of when it is permissible to appeal to desires. Smith and Wallace appeal to PPB at the very core of their far-reaching accounts of practical reason and offer no such qualifications. At the very least, more needs to be said about when PPB is supposed to hold.

Even if the proponent of PPB makes these concessions they can not adequately account for the second and more important possibility. Consider what a character like Huck Finn might do in response to repeatedly feeling unnerved by what his common sense morality required him to do. He has to break out of his society’s evaluative framework, which is no small feat. Nevertheless, people in circumstances like Huck’s do occasionally come to reject their culture’s flawed moralities and it is not always the best abstract thinkers who do so. This makes it at least plausible that such agents change their views based on persistent, enduring desires. Huck holds the evaluative belief that he ought to turn in Jim. Whenever he reflects on what ought to be done this is the conclusion he reaches. But, he is never fully satisfied because he does not want to turn in Jim. His cognitive and conative capacities are suggesting different courses of action. PEC claims that all that is rationally required is that he sides with some aspect or other. It is open to him to conclude he is not a very good reasoner, contra the literary character’s conclusion that he is not a good person, and to be guided by sympathy. In such a case Huck suspends all his evaluative beliefs on the subject for the time being because he simply does not know what to put in their place. Eventually, he might have to form some beliefs on the matter, but it is not necessary that he adopt the beliefs first in order to act rationally.
 



We have to be careful in how we understand such decisions. It might seem that in the face of desire Huck goes back to the drawing board to form a new evaluative belief. This is the first possibility we discussed in relation to Alan’s dilemma. Not all such rational decisions have to be made in this way though. Agents like Huck might decide to forgo forming a belief about what is best. Recall our distinction above between two moments of decision in practical matters. Huck could forgo the first moment of judgment just as an agent faced with incommensurable options may act without making a best judgment. He does not assent to any cognitive assessment of his options. Instead he acts on desire while suspending all evaluative beliefs. As long as he remains coherent he is not acting irrationally.


One might complain that what is wrong with Huck is the exact opposite problem that is on display in the empirical research.
 Those mistakes were the result of over analyzing, while Huck does not deliberate enough. If Huck were to think more carefully, he would realize he accepts certain moral principles that justify his action. He could come to understand why Jim is a person and not a possession. It cannot be rational to simply quit deliberating.


One can hope that this would happen and it might happen for some characters like Huck. But this response is overly optimistic about the power of reflective deliberation. Just as some people would never understand modal logic no matter how long they thought about it, some people could not come to the correct practical decision no matter how long they think about it. Both subject matters are very difficult, though likely for very different reasons, and success is not assured by effort alone. Indeed, the empirical evidence gives good reason to think that in some cases further deliberation is counter-productive. It is just as likely that Huck will convince himself to turn Jim in as it is that he will have a deep insight into morality. Of course, many people do not deliberate enough, but it is false that more deliberation is always better. Some people are not good at abstract reasoning and sometimes it can be rational for them to simply stop doing it.


Now it is time to address the issue of when it is proper to attribute an evaluative belief to an agent. It might seem that one’s beliefs are best revealed by one’s action. So, perhaps, Huck does have the belief because he acts on it and is thereby no worry to the defender of PPB. This reply is reminiscent of the argument for the Humean theory of motivation that claims that any time an agent acts intentionally we can always attribute a desire to that agent. This is because the most basic explanation of an action is to attribute a belief/desire pair to the agent. Such attributions are shaky at best. I recently switched offices. Occasionally, when I drive to campus I make a left turn that leads to my old office when I should take a right that leads to my new office. When I do this do I believe that I can get to my office by turning left? No, I know perfectly well that my office is to the right. But, out of habit I turn left. So one’s behavior is not always an indication of what one believes.

On what grounds should we attribute beliefs to agents? Well, beliefs play a number of different roles in our mental life.
 They lead one to assert things, serve as premises in further thought, guide intentions and action. Attributions of belief should be based on all these considerations. In our case the belief is limited to a role in the production of action. Huck will not assert or assent to the belief. He will not employ it in any sort of reasoning. Indeed, in the sense that Huck holds the purported evaluative belief he also thinks that such a belief is false. This is a very peculiar sort of belief. So the mental state does not play all or even most of the typical roles of belief. It would be unwise to attribute the evaluative belief to Huck based on a single action.
 The relevant considerations are much broader than that. 

Moreover, even if we attribute such a belief-like mental state to Huck, it is not enough to salvage PPB. Such beliefs cannot guide one’s deliberation. That is, one can not act in light of them. They can cause behavior, but the agent can not use them in his reasoning. Recall that we are concerned with principles that could function in a rational agent’s manual. These principles are not used solely to explain or assess others’ behavior, but are consulted in the first person. This is why such belief-like mental states are irrelevant for the cases at hand. The issues are by which principles an agent should shape his evaluative attitudes and direct his behavior. The relevant beliefs are those he is aware of and can act in light of. Hence, even if it does make sense to attribute an unconscious evaluative belief to such a person, those beliefs simply do not matter for what is at issue. Unconscious beliefs are not the sort of thing any agent can consult because, by definition, they are not accessible to the agent. A rational agent’s manual cannot offer advice to consult evidence or beliefs that are inaccessible to the agent. That would be advice it is impossible to follow.


Another potential complaint is that these are not principles of practical reason at all. Rather they are principles of theoretical reason because they concern how we ought to judge not how we ought to act. This objection has merit, but does not cast doubt on the argument of this paper. I think of these principles as principles of practical reason because they are so intimately tied to the central concerns of practical reason. They are not only about what one should judge, but also how one should act and develop their character. However, I will not insist on this. If one chooses, one can think of PEC as a theoretical principle regarding practical reason. Nothing substantive turns on this issue.


A more serious objection is that this argument misconstrues the nature of rational principles. We might be glad that agents sometimes violate these principles. That though does not threaten their status as principles. It is not that when an agent follows them she always acts rationally. Rather the agent can still act in an irrational manner, but the source of the irrationality is not the following of the principle. For instance, if Huck had turned Jim in that act would not have been perfectly rational. Yet, his failing is not the result of abiding by the principle, but is the product of his horribly misguided moral education. When agents like Huck act rightly it is matter of two kinds of irrationality luckily producing the right result. What is key is that agents that fail to abide by the principle cannot be perfectly rational.


It is certainly true that Huck is not exactly as he should be. He has a number of false beliefs. That, by itself, is not enough to make him irrational. Huck is basing his moral beliefs on his best available resources. Having false beliefs is not enough to make one less than perfectly rational. Perhaps, Huck is less than perfectly rational because he makes judgments based on desires and not evaluative beliefs. However, this is to beg the question against the critic of PPB. What else might make Huck less than fully rational? Well, if Huck actively assents to the evaluative belief, but acted on his desires, that would make him irrational. Yet, this can be accounted for by PEC because agents are required to make sure there are no explicit contradictions in their evaluative profile. Huck needs to change in some way. However, he is not required to side with his evaluative beliefs. We hope that he sides with his sentiments and it is not irrational for him to do so.

   VI. Conclusion

Part of the great attraction of PPB is that it rules out a type of reasoning that many moral philosophers want to deem irrational. Morality makes demands on us that we would sometimes like to ignore. It seems unreasonable to conclude that an agent can change what he believes morality requires of him because he does not want to perform an action. This is simply a rationalization. In these cases we want the voice of reason to triumph over the pull of self-interested desire. However, this is an unhelpful way to think of practical reason more generally. Some of the questions that plague us in deliberation are not about the battle between self-interest and impartial duty. It is a mistake to tacitly assume that the central conflict of practical life is between morality and self-interest. The problems we face are much more diverse than this.

Nevertheless, it does seem irrational to reject your belief that you ought to give to the poor simply because you do not want to. Are there parallel instances of practical irrationality that arise from illegitimately clinging to evaluative beliefs? It seems to me there are and we can call it an intellectualization.
 Imagine you are on a date and you simply do not feel the other person is right for you. However, you feel there must be some explanation of this and you try to come up with a reason that explains this feeling. You might not be able to articulate why you are not attracted to your date. This might lead you to the belief that you are being too picky. You might think that this apprehension is just your usual fear of commitment or rejection preventing you from getting to know someone. In short, you reject a desire on the basis of a belief. In many cases this is an intellectualization. The best thing to do, at least in a fair number of cases, is to go with your gut.
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� Nagel 1970 makes the distinction roughly along these lines. For further discussion see Wallace 1990: especially 361-366.


� Note that, for the sake of argument, I am assuming they exist. A hard-line non-cognitivist may deny that evaluative beliefs exist at all, but that would prevent us from fully engaging with the defender of PPB. Moreover, most irrealists about value attempt to accommodate the common sense presupposition that people do believe certain acts are right or reasonable.


� Joseph Raz and Warren Quinn are two prominent examples.





� Though they do not make the distinction, it is plausible to think that Smith and Wallace are more concerned with the theory of rationality than a rational agent’s manual. Also note that while this paper is a defense of a principle in a rational agent’s manual, the paper itself is a contribution to an account of rationality. So the argument I provide is not something an agent consults during deliberation. The agent is just guided by PPB or PEC.


� Here I borrow from the work of Gary Watson, particularly his paper ‘The Work of the Will’ 2004.


� By perverse choices I mean the phenomena explored by Michael Stocker 1979.


� Mark Schroeder 2004 describes such changes of mind as a species of irrationality. However, it is unclear whether Schroeder endorses PPB.


� This research is nicely summarized in Bargh and Chartrand 1999. See Chaiken and Trope 1999 for a variety of perspectives on this research. 


� See Haidt 2001. Here I only discuss the “intuitionist” aspect of Haidt’s theory. He allows moral reasoning to play a more prominent causal role when it is manifested in social interaction.


� Wilson uses ‘introspection’ in a way that might sound strange to a philosopher’s ear. Wilson uses introspection to mean the process of consciously attempting to come up with reasons for action. For instance, introspecting subjects in the jam experiment (discussed below) cite texture as reasons for preferring a jam. I will often use the term ‘deliberation’ instead of ‘introspection’ because that term more accurately captures what subjects are engaged in. Also Wilson makes no distinction between motivating and normative reasons. But, I will treat his work as pertaining to normative reasons.


� Wilson’s account of the unconscious is not Freud’s. Wilson offers a highly accessible account of his conception of the unconscious in chapter two of Wilson 2002.


� The trained sensory experts were individuals employed by Consumer Reports to evaluate such products.


� The art posters included depictions of the work Monet and Van Gogh. The humorous posters included a picture of a cat on a rope with the caption ‘Gimme a Break’. While complete subjectivism is plausible regarding jam taste, it is at somewhat less appealing in this domain. I am inclined to think that, in some sense, the work of Van Gogh is objectively better than cute pictures of kittens.


� See the chart at 818 of Haidt 2001. Haidt calls moral intuition a “kind of cognition, but it is not a kind 





of reasoning” and draws parallels with Hume’s moral sentiments (814).





� Thanks to two anonymous referees who pressed me to make this point clearer.





� See Sunstein 2005 for more on moral heuristics. 





� The comments of an anonymous referee helped me make this clearer.





� No argument has been made about the general reliability of the intuitive system or unmotivated desires. I think a fairly respectable argument could be developed along evolutionary lines for the intuitive system, but I will not take that up here. Regarding unmotivated desires, I can only say as a Humean I find it obvious that desires matter for practical reason. I am sure many readers will find this claim obviously false, but I do not think I can advance that debate here.


� See Baron 1998 and Sunstein 2005. I am not here endorsing the conclusions reached by either author. However, it is important to be aware that both processes may have systemic errors associated with them. 


� What exactly ‘judgment’ entails might be a bone of contention here. We will return to this point later.


� See Smith 1995:110-112. 





� It should be noted that Wallace 2001 is not a defense of PPB, but it does lay out some associated issues.


� Smith makes this point with Philip Pettit in Pettit and Smith 1993:57-58. 


� It is not even clear that he has to actively assent to any evaluative beliefs. He might be a Pyrrhonian skeptic about evaluative beliefs. For a character like Huck, this may be the best option.


� Again, thanks to anonymous referees for pressing this point on me.





� Peter Railton 2003 makes this point.


� One should also not that it may be indeterminate what Huck believes. Schwitzgebel 2001 makes a strong case for ‘in-between believing’. That is, there are cases where there is no clear yes or no answer to whether a subject believes that P.  


� I suspect that the word ‘rationalization’ serves to pick out both types of irrationalities in ordinary language. I use different words only for theoretical clarity.


� I would like to thank Joel Kupperman, John Troyer, Diana Meyers, Franklin Scott and two anonymous referees for help with this paper.
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