
 

 

  



 

 

  

  



 

 

 

  

  

This is to certify that Mr/Ms ________________________ a student of   .    ..   ..   

.   FY.BSC - CS   Roll no:  ____ has completed the required   number of practicals   

in the subject of _________________________________   as prescribed by   the   ..   

.   UNIVERSITY OF MUMBAI under my supervision during   the academic year   .   ..   

.   
   

______________   _____________   

.   Course Co - ordinator   Prof. Incharge   

______________   ______________   

External Examiner                                                                Principal   

Date: _______________                                                                    College Seal   

2023-2024.



 

 

Prof. Name : Ashwini Kudtarkar  Class / Sem : F.Y. B.Sc. - CS / Sem – II (2023-2024)   

Course Code : USCSP207  Subject Name : Statistical Methods  
 

Sr.  

No.  
Date  INDEX  

Pg. 

No.  
Sign.  

1  / /  

Practical-1 : Probability-  

a. Examples based on Probability definition: classical, axiomatic  

b. Examples based on elementary Theorems of probability  

……  ……  

2  / /  

Practical-2 : Conditional probability and independence- a. 

Examples based on Conditional probability  

b. Examples based on „Bayes‟ theorem  

c. Examples based on independence  

……  ……  

3  / /  

Practical-3 : Discrete random variable-  

a. Probability distribution of discrete random variable  

b. Probability mass function  

……  ……  

4  / /  

Practical-4 : Continuous random variable-  

a. Probability distribution of continuous random variable  

b. Probability density function  

……  ……  

5  / /  

Practical-5 : Mathematical Expectation and Variance-  

a. Mean of discrete and continuous Probability distribution  

b. S.D. and variance of discrete and continuous Probability distribution  

……  ……  

6  / /  

Practical-6 : Standard probability distributions-  

a. Calculation of probability, mean and variance based on Binomial distribution  

b. Calculation of probability based on Normal distribution  

……  ……  

7  / /  

Practical-7 : Large Sample tests based on Normal (Z) -  

a. Test of significance for proportion (Single proportion Ho: P = Po)  

b. Test of significance for difference between two proportions (Double proportionHo: P1 =  

P2)  

c. Test of significance for mean (Single mean Ho: µ = µ0)  

d. Test of significance for difference between two means. (Double mean Ho: µ1 =µ2)  

……  ……  



 

 

8  / /  

Practical-8 : Small sample tests based on t and F-  

a. t-test for significance of single mean, population variance being unknown(Single mean 

Ho : µ = µ0 )  

b. t-test for significance of the difference between two sample means (Independent 

samples)  

c. t-test for significance of the difference between two sample means  

(Relatedsamples) d. F-Test to Compare Two Variances  

……  ……  

  

*******  

9  / /  

Practical-9 : Analysis of variance -  

a. Perform One-way ANOVA  

b. Perform Two-way ANOVA  

……  ……  

10  / /  

Practical-10 : Non-parametric tests- a. 

Sign test and Wilcoxon Sign rank test  

b. Run test  

c. Kruskal-Wallis (H) test  

d. Chi-square test  

……  ……  



 

 

  



  

1  

Theory- 1  

Probability  

a. Probability definition: classical, axiomatic  

Classical probability is the traditional approach to probability, which assigns probabilities to events 

based on how likely those events are to occur. Classical probability is based on the notion that an 

event with a higher probability of occurring is more likely to occur than an event with a lower 

probability of occurring.  

Axiomatic probability is a mathematical approach to probability which uses axioms, or assumptions, 

to define probability. Axiomatic probability assigns probabilities to events based on the axioms given 

and does not rely on prior knowledge or experience. Axiomatic probability is useful for calculating 

complex probabilities, such as those involving multiple events or variables.  

b. Elementary Theorems of probability  

1. The Law of Total Probability: This theorem states that the probability of an event occurring is 

equal to the sum of the probabilities of the individual outcomes that make up the event.  

2. Bayes' Theorem: This theorem states that the probability of an event occurring given some 

prior information is equal to the product of the probability of the prior information and the probability 

of the event occurring given the prior information.  

3. The Law of Large Numbers: This theorem states that the average of a large number of 

independent trials will approach the expected value of the probability distribution as the number of 

trials increases.  

4. The Central Limit Theorem: This theorem states that the sum of a large number of random 

variables will be approximately normally distributed.  

5. Union Probability: This theorem states that the probability of an event occurring when two 

events are combined is the sum of the probability of each event occurring separately. This is expressed 

mathematically as P(A B) = P(A) + P(B) - P(A∩B).  



  

2  

6. Intersection Probability: This theorem states that the probability of two events occurring 

simultaneously is the product of the probability of each event occurring separately. This is expressed 

mathematically as P(A∩B) = P(A)*P(B).  

Practical 1  

a. Examples based on Probability definition: classical, axiomatic  

  

Output:  

Code:   
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b. Examples based on elementary Theorems of probability Code:  

  

Output:  
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Result and Discussion :  

Conclusion 

 :  

For Faculty Use  

Correction 

parameters  
Formative Assessment  

[  ]  
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practical [  ]  

Attendance Learning  

Attitude [  ]  

Learning   outcome   :   

Course   outcome   :   

Viva   Questions   :   

1.   What   is   probability?   

2.   What   is   sample   space?   

3.   What   is   random   variable?   

4.   What   is   Bayes   Theorem?   
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Theory- 2  
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Practical 2  

  

Output:  

  
b. Examples based on "Bayes" theorem 

Code:  

a.   Examples   based   on   Conditional   probability   

code   for   finding   the   conditional   probability   of   an   event   in   R:   

Code:   



  

7  

  

Output:  

  
c. Examples based on independence 

Code:  
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Output:  

  
Result and Discussion :  

Conclusion 
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For Faculty Use  

Correction 

parameters  Formative Assessment  

[  ]  

Timely completion of 

practical [  ]  

Attendance Learning  

Attitude [  ]  

      

Learning   outcome   :   

Course   outcome   :   

Viva   Questions   :   

1.   What   is   Conditional   probability?   

2.   What   is   independence?   

3.   What   is   Bayes   Theorem?   

4.   What   is   sample   space?   
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Theory- 3  

 

Practical 3  

a. Probability distribution of discrete random variable Code:  
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b. Probability mass function Code:  

Output:   
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Result and Discussion :  

Conclusion 

Output:   
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For Faculty Use  

Correction 
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[  ]  
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Attitude [  ]  
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Theory- 4  
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Practical 4  

 
b. Probability density function  

a.   Probability   distribution   of   continuous   random   variable   

Code:   

Output:   
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Result and Discussion :  

Conclusion 

Code:   

Output:   
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For Faculty Use  

Correction 

parameters  Formative Assessment  

[  ]  

Timely completion of 

practical [  ]  

Attendance Learning  

Attitude [  ]  

      

Theory- 5  
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Mathematical Expectation and Variance  

Mathematical Expectation: The mathematical expectation of a random variable is the expected value 

of the random variable. It is the sum of the values of the random variable multiplied by their 

respective probabilities.  

Variance: Variance is a measure of how far a set of numbers are spread out from their mean. It is 

calculated as the sum of the squares of the differences between each data point and the mean, divided 

by the number of data points.  

a. Mean of discrete and continuous Probability distribution  

Mean of Discrete Probability distribution: The mean of a discrete probability distribution is the sum of 

all the values of the random variable multiplied by their respective probabilities.  

Mean of Continuous Probability Distribution: The mean of a continuous probability distribution is the 

integral of the product of the random variable and its probability density function over the entire range 

of the random variable.  

b. S.D. and variance of discrete and continuous Probability distribution  

Solution  

Standard Deviation of Discrete Probability Distribution: The standard deviation of a discrete 

probability distribution is the square root of the variance.  

Standard Deviation of Continuous Probability Distribution: The standard deviation of a continuous 

probability distribution is the square root of the integral of the square of the difference between each 

value of the random variable and its mean multiplied by its probability density function over the entire 

range of the random variable.  

Variance of Discrete Probability Distribution: The variance of a discrete probability distribution is the 

sum of the squares of the differences between each value of the random variable and its mean 

multiplied by its respective probabilities.  

Variance of Continuous Probability Distribution: The variance of a continuous probability distribution 

is the integral of the square of the difference between each value of the random variable and its mean 

multiplied by its probability density function over the entire range of the random variable.  

Practical 5  

a. Mean of discrete and continuous Probability distribution  
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Code: 

  
For Discrete Random Variable    

Code: For Continuous Random Variable  

Output:   
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b. S.D. and variance of discrete and continuous Probability distribution  

Code: For Discrete Random Variable  

Output:   



  

21  

  
Code: For Continuous Random Variable  

Output:   
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Output:  

  
Result and Discussion :  

Conclusion 
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For Faculty Use  

Correction 

parameters  Formative Assessment  

[  ]  

Timely completion of 

practical [  ]  

Attendance Learning  

Attitude [  ]  
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Theory- 6  

 

Standard probability distributions  

Mean:  

Mean = np Variance:  
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Mean:  

Mean = μ  

Variance:  

The variance of a normal distribution is equal to the square of the standard deviation (σ2).  

Variance = σ2  

Practical 6  

  

a.   Calculation   of   probability,   mean   and   variance   based   on   Binomial   

distribution   

Code:   
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Output:  

  
b. Calculation of probability based on Normal distribution  

Code:  

  
Result and Discussion :  

Conclusion 

Output:   
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 :  

For Faculty Use  

Correction 

parameters  Formative Assessment  

[  ]  

Timely completion of 

practical [  ]  

Attendance Learning  

Attitude [  ]  
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Theory- 7  

 

proportion Ho: P1= P2)  

significant.  

Practical 7  

a. Test of significance for proportion (Single proportion Ho: P= Po)  



  

29  

  

  
b. Test of significance for difference between two proportions (Double proportion Ho: 

P1 = P2)  

Code:   

Output:   



  

30  

  

Output:  

  
c. Test of significance for mean (Single mean Ho: p=p0) Code:  

Code:   
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Output:  
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d. Test of significance for difference between two means. (Double mean Ho:1 =u2) 

Code:  

  

Output:  

  
Result and Discussion :  
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Conclusion 

 :  

For Faculty Use  

Correction 

parameters  Formative Assessment  

[  ]  

Timely completion of 

practical [  ]  

Attendance Learning  

Attitude [  ]  
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Theory- 8  

Small sample tests based on t and F  

T and F tests are small sample tests that compare two groups of data to determine if there is a 

statistically significant difference between them. They are used to test hypotheses about the 

population means for two independent samples. The T-test is used when the data being tested is 

normal or nearly normal, and the F-test is used when the data being tested is not normal. The T-test is 

based on the student's t-distribution and the F-test is based on the F-distribution. The T-test is used to 

test the null hypothesis that the means of the two groups are equal, while the F-test is used to test the 

null hypothesis that the variance of the two groups are equal.  

a. t-test for significance of single mean, population variance being 

unknown  

(Single mean Ho : p= p0 )  

A t-test for significance of single mean, population variance being unknown is a statistical test used to 

compare a sample mean to a known population mean. It is used to determine if the sample mean 

significantly differs from the population mean. The hypothesis tested is: Ho: p = p0, where p is the 

sample mean and p0 is the known population mean.  

b. t-test for significance of the difference between two sample means  

(Independent samples)  

A t-test for significance of the difference between two sample means (independent samples) is a 

statistical test used to compare the means of two independent samples. It is used to determine if the 

means of the two samples significantly differ from each other. The hypothesis tested is: Ho: μ1 = μ2, 

where μ1 is the mean of the first sample and μ2 is the mean of the second sample.  

c. t-test for significance of the difference between two sample means  

(Related samples)  

A t-test for significance of the difference between two sample means (related samples) is a statistical 

test used to compare the means of two related samples. It is used to determine if the means of the two 

samples significantly differ from each other. The hypothesis tested is: Ho: μD = 0, where μD is the 

difference between the two sample means.  

d. F-Test to Compare Two Variances  

An F-test to compare two variances is a statistical test used to compare the variance of two 

independent samples. It is used to determine if the variances of the two samples significantly differ 
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from each other. The hypothesis tested is: Ho: σ1^2 = σ2^2, where σ1^2 is the variance of the first 

sample and σ2^2 is the variance of the second sample.  

Practical 8  

a. t-test for significance of single mean, population variance being  

unknown (Single mean Ho : p=u0)  

  

Output:  

Code:   
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b. t-test for significance of the difference between two sample means 

(Independent samples) Code:  

  

Output:  
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c. t-test for significance of the difference between two sample means Code:  

  

Output:  

  
d. F-Test to Compare Two Variances Code:  
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The output contains the F-statistic, degrees of freedom for the numerator and denominator, 

p-value and the conclusion whether the variances are equal or not.  

Result and Discussion :  

Conclusion 

Output:   
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 :  

For Faculty Use  

Correction 

parameters  
Formative Assessment  

[  ]  

Timely completion of 

practical [  ]  

Attendance Learning  

Attitude [  ]  

       

Theory- 9  

Learning   outcome   :   

Course   outcome   :   

Viva   Questions   :   

1.   What   is   T - test?   

2.   What   is   F - test?   

3.   What   is   Variance?   

4.   What   is   Mathematical   Expectation?   
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Analysis of variance  

  

Practical 9  

a. Perform One-way ANOVA  
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The output contains the F-statistic, degrees of freedom, the mean squares and pvalue 

for each of the two factors and their interaction, among other things.  

b. Perform Two-way ANOVA Code:  

Code:   

Output:   
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The output contains the F-statistic, degrees of freedom, the mean squares and pvalue 

for each of the two factors and their interaction, among other things.  

Result and Discussion :  

Output:   
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Conclusion :  

3. What is One-way ANOVA?  

4. What is Two-way ANOVA?  

For Faculty Use  

Correction 

parameters  Formative Assessment  

[  ]  

Timely completion of 

practical [  ]  

Attendance Learning  

Attitude [  ]  

Learning   outcome   :   

Course   outcome   :   

Viva   Questions   :   

1.   What   is   Variance?   

2.   What   is   ANOVA?   
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Theory- 10  

 

b. Run test  

samples.  
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The Chi-square test is used to compare two or more categorical variables. It is used to determine if 

there is a significant difference between two or more independent samples. It is commonly used to test 

for differences in proportions between two or more groups.  

Practical 10  

a. Sign test and Wilcoxon  

Sign rank test   
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b. Run test Code:  

Code:   

Output:   
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c. Kruskal-Wallis (H) test  

Code:  

Output:   
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d. Chi-square test Code:  

Output:   
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Result and Discussion :  

Conclusion 

Output:   
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parameters  Formative Assessment  
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