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Theory-1

Probability

a. Probability definition: classical, axiomatic

Classical probability is the traditional approach to probability, which assigns probabilities to events
based on how likely those events are to occur. Classical probability is based on the notion that an
event with a higher probability of occurring is more likely to occur than an event with a lower

probability of occurring.

Axiomatic probability is a mathematical approach to probability which uses axioms, or assumptions,
to define probability. Axiomatic probability assigns probabilities to events based on the axioms given
and does not rely on prior knowledge or experience. Axiomatic probability is useful for calculating

complex probabilities, such as those involving multiple events or variables.

b. Elementary Theorems of probability

1. The Law of Total Probability: This theorem states that the probability of an event occurring is
equal to the sum of the probabilities of the individual outcomes that make up the event.

2. Bayes' Theorem: This theorem states that the probability of an event occurring given some
prior information is equal to the product of the probability of the prior information and the probability

of the event occurring given the prior information.

3. The Law of Large Numbers: This theorem states that the average of a large number of
independent trials will approach the expected value of the probability distribution as the number of

trials increases.

4. The Central Limit Theorem: This theorem states that the sum of a large number of random

variables will be approximately normally distributed.

5. Union Probability: This theorem states that the probability of an event occurring when two
events are combined is the sum of the probability of each event occurring separately. This is expressed
mathematically as P(AUB) = P(A) + P(B) - P(ANB).
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6. Intersection Probability: This theorem states that the probability of two events occurring
simultaneously is the product of the probability of each event occurring separately. This is expressed
mathematically as P(ANB) = P(A)*P(B).

Practical 1

a. Examples based on Probability definition: classical, axiomatic

Define the sample space

sample_space <- c("heads", "tails")

Define the event of 1nterest

event <- "heads"

# Calculate classical probability
classical_prob <- sum(sample_space
event) / length(sample_space)
classical_prob

Define a measure function
measure <- function(event) {
return(1/length(sample_space))
}

Calculate axiomatic probabil

axiomatic_prob <- measure(event)
axiomatic_prob

Output:
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b. Examples based on elementary Theorems of probability Code:

Define the '7,_‘1};‘;]:,7]..;. pace

sample_space <- c("heads”, “"tails™)

# Defline the first event

event_A <- c("heads")

# Define the second evel
event B <- c("tails")

Define a measure function
measure <- function(event) {
return(1/length(sample_space))

robabllity using

of probability

union_prob <- measure(union(event_A,
event_B))
union_prob

intersection_prob <-
measure(intersect(event_A, event_B))
intersection_prob

Output:
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Theory- 2

Conditional probability and independence

a. Conditional probability

Conditional probability is the probability of an event occurring given that another event has already
occurred, This is calculated by dividing the probability of both events oceurring together by the
probability of the first event occurring. For example, the probability of drawing a red card from a deck
of cards given that the first card drawn was a heart is 26/51 (half of the cards are red and half are
hearts).

b. Bayes theorem

Bayes theorem is a theorem used to calculate conditional probability. It is used when the probability
of an event is not known but the probability of the reverse event is known. The formula is: P(A|B) =
(P(B|A) * P(A)) / P(B).

c. Independence
Independence is when two events are not related. The probability of them both occurring is the
product of the probabilities of each event oceurring on its own.
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Practical 2

a. Examples based on Conditional probability
code for finding the conditional probability of an event in R:

# Define the sample space

sample_space <- c("heads",

<+ ATE L - |- . - r v - -
# DetTine the event o1

event <- c("heads")

# Define the conditioning event

condition <- c("heads")

Define a measure function
measure <- function(event){
return(1/length(sample_space))
¥

I Calculate conditional probability
conditional_prob <-
measure(event[sample_space %in%
condition]) /

measure(condition)

conditional_prob

b. Examples based on "Bayes'' theorem
Code:
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prior_C

# Define the
likelihood A
likelihood_B
likelihood_ C

L1 ng | Ve en !
posterior_A <- likelihood_A * prior_A /
(likelihood_A * prior_A +

likelihood_ B * prior_B +

likelihood_C * prior_C)
posterior_B <- likelihood_B * prior_B /
(likelihood_A * prior_A +

likelihood_B * prior_B +

likelihood_C * prior_C)
posterior_C <- likelihood_C * prior_C /
(likelihood_A * prior_A +

likelihood_ B * prior_B +

likelihood_C * prior_C)

Return the | I | Cer i | )t
posterior_prob <- ifelse(event == "A"
posterior_A,

ifelse(event
"B", posterior_B, posterior_C))
posterior_prob

Output:

[1] 0.3888889

c. Examples based on independence
Code:
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Define the } spdie
sample_space_A <- c("heads", "tails")
sample_space_B <- c("red", "green", "blue")

# Define the first
event_A <- c("heads")

N4 7~ = b . - ~1
e NE Ltne seconad

event B <- c("red")

measure_A <- function(event) {
return(1/length(sample_space_A))

}

measure_B <- function(event) {
return(1/length(sample_space_B))

}

Calc
event
joint_prob_indep <- measure_A(event_A) *
measure_B(event_B)
joint_prob_indep

; ~dicUlildle marginag
marginal_prob_A <-
sum(sapply(sample_space_B, function(x)

measure_A(event_A) * measure B(x)))
marginal_prob_A

Output:

[1] 0.1666667/

Result and Discussion :
Conclusion
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Course outcome :
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1. What is Conditional probability?
2. What is independence?

3. What is Bayes Theorem?

4. What is sample space?
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Theory-3

Discrete random variable

A discrete random variable is a random variable that can take on only specific values. It is typically
used to represent the outcomes of an experiment or survey that has discrete outcomes, such as the
number of heads in a coin toss or the number of people who voted for a certain candidate in an
election.

a. Probability distribution of discrete random variable

The probability distribution of a discrete random variable is a set of probabilities that describe how
likely it is for the variable to take on each of its possible values.

b. Probability mass function

Probability mass function (PMF) is a mathematical function that gives the probability that a discrete
random variable is equal to some value. It is a measure of the probability distribution of the random
variable and is used to calculate the probability of a particular outcome. The PMF is typically denoted
by the letter 'p'.

Practical 3

a. Probability distribution of discrete random variable Code:

10
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# Define the sample
sample_space <- c(1,

# Define the probability mass functio

pmf <- function(x) {

return(ifelse(x %in% sample_space,
length(sample_space), 0))
¥

Find the probability of each value in the
:f.Hli’»E\'—' Sspace

probabilities <- sapply(sample_space, pmf)

# Plot the pmf
png(file = "chart.png"
print(barplot(probabilities, names.arg =
sample_space, xlab = "Values",

ylab = "Probability", main =
"Discrete Random Variable PMF"))

Output:
Discrete Random Variable PMF

0.10 0.15 020

Probability

0.05

0.00

1 2 3 B 5

Values

b. Probability mass function Code:
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sample_space <- c(1,

# Define the probabil
pmf <- function(x) {
return(ifelse(x %in% sample_space, 1/
length(sample_space), 0))

}

Find the pmf of each value in the sample

pmf_&alues <- sapply(sample_space, pmf)
pmf_values

Result and Discussion :
Conclusion
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1. What is a discret random variable?

2. Give example of discrete random variable?
3. What is probability mass function?

4. What is probability distribution?
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Theory- 4

Continuous random variable

A continuous random variable is a random variable that can take on any value within a specified range
of values. Examples of continuous random variables include height, weight, temperature, and time.

a. Probability distribution of continuous random variable

Probability distribution of continuous random variable is a function that describes the probability of a
continuous random variable taking on a particular value. It is a function that assigns a probability to
each possible value of a continuous random variable.

b. Probability density function

Probability density function (PDF) is a function that describes the probability density of a continuous
random variable. It is a function that assigns a probability to each possible value of a continuous
random variable, and it is determined by the shape of the probability distribution. The PDF is the
derivative of the cumulative distribution function (CDF).

14
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Practical 4

a. Probability distribution of continuous random variable

# Detine the sample space
sample_space <- seq(from
0.01)

Define the norn
‘.'.T 1ale Standdara ieviatlion ’i
norm_dist <- dnorm(sample_space, mean

sd = 0.1)

png(file = "chart.png")
plot(sample_space, norm_dist, type =
xlab = "Values", ylab = "Probability
Density",

main = "Continuous Random Variable

PDF" )

Output:
Continuous Random Variable PDF
-
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0.0 02 0.4 0.6 08

Values

b. Probability density function

15
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norm_dist <- dnorm(sample_space, mean=0.5,
sd=0.1)

pn

D1

8(

file = "chart.png")

plot(sample_space, norm_dist, type="b",

xlab="Values

, ylab="Probability Density",

main="Continuous Random Variable PDF")

Output:
Continuous Random Variable PDF
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Result and Discussion :

Conclusion
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Mathematical Expectation and Variance

Mathematical Expectation: The mathematical expectation of a random variable is the expected value
of the random variable. It is the sum of the values of the random variable multiplied by their
respective probabilities.

Variance: Variance is a measure of how far a set of numbers are spread out from their mean. It is
calculated as the sum of the squares of the differences between each data point and the mean, divided
by the number of data points.

a. Mean of discrete and continuous Probability distribution
Mean of Discrete Probability distribution: The mean of a discrete probability distribution is the sum of

all the values of the random variable multiplied by their respective probabilities.

Mean of Continuous Probability Distribution: The mean of a continuous probability distribution is the
integral of the product of the random variable and its probability density function over the entire range
of the random variable.

b. S.D. and variance of discrete and continuous Probability distribution
Solution
Standard Deviation of Discrete Probability Distribution: The standard deviation of a discrete

probability distribution is the square root of the variance.

Standard Deviation of Continuous Probability Distribution: The standard deviation of a continuous
probability distribution is the square root of the integral of the square of the difference between each
value of the random variable and its mean multiplied by its probability density function over the entire

range of the random variable.

Variance of Discrete Probability Distribution: The variance of a discrete probability distribution is the
sum of the squares of the differences between each value of the random variable and its mean
multiplied by its respective probabilities.

Variance of Continuous Probability Distribution: The variance of a continuous probability distribution
is the integral of the square of the difference between each value of the random variable and its mean

multiplied by its probability density function over the entire range of the random variable.

Practical 5

a. Mean of discrete and continuous Probability distribution

18
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Code:

# Define the sample s
sample_space <- c(1,
# Define the probability
pmf <- function(x) {

return(ifelse(x %in% sample_space,
length(sample_space), 0))

}

- b ~ - - - 1 ~ = b - 111 1 ™ - b e
ctne pmT OT eacn Ve ue | e f‘:,‘iw:yll) | e

[l 3 P~
- "~

f;values <- sapply(sample_space, pmf)

P
# Calculate the mean

mean_discrete <- sum(sample_space *
pmf_values)

mean_discrete

For Discrete Random Variable
Code: For Continuous Random Variable

19
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Define the sample space

sample_space <- seq(from=0, to=1, by=0.01)

Define the normal distribution with mean
A C - s + - ~ Iy s o dss . 2’ ]
U.D dlid stdndard dadevlial on u |

norm_dist <- dnorm(sample_space, mean=0.5,
sd=0.1)

Calculate the mean
mean_continuous <- integrate(function(x)
x*dnorm(x, mean=0.5, sd=0.1),
lower=min(sample_space),
upper=max(sample_space))$value
mean_continuous

Output:

[1] 0.4999997/

b. S.D. and variance of discrete and continuous Probability distribution

Code: For Discrete Random Variable

20
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[:"'ér (162 the "-1"‘-,..‘v-

sample_space <- c(1,

Define the probabi
pmf <- function(x) {

return(ifelse(x %in% sample_space,
length(sample_space), 0))
}

< rd 4 - e - £ - -} - = b by } ~
Al Lne pmir o7 e4acihl vVda LUt LT LIE sd NP L
| |

“Mace

phf_values <- sapply(sample_space, pmf)

# Calculate the mean
mean_discrete <- sum(sample_space *
pmf_values)

a8 rxrr:r!i‘s 1te ‘.‘M‘ var 1Lancte
variance_discrete <- sum((sample_space -
mean_discrete)”2 * pmf_values)

variance _discrete

alculate the standard deviatior

sd_discrete <- sqrt(variance_discrete)
sd discrete

LLIE2
LI ia204

Code: For Continuous Random Variable
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, , > sample space
sample_space <- seq(from = 0,
0.01)

Define the normal distribution
0.5 and standard deviation 0.1
norm_dist <- dnorm(sample_space, mean
sd = 0.1)

# Calculate the mean

mean_continuous <- integrate(function(x) x *

dnorm(x, mean = 0.5, sd = 0.1),
lower =

min(sample_space), upper =

max(sample_space))$value

Calculate the variance

variance_ contlnuous <- integrate(function(x)

(x - mean_continuous)”?Z2 * dnorm(x, mean
0.5, sd = 0.1),

lower
min(sample_space), upper
max(sample space) )$value
varlance contlnuous

Calculate the standard deviation
sd_contlnuous <- sqrt(variance_continuous)
sd_continuous

0099998
99999

Result and Discussion :
Conclusion

22
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1. What is Mathematical Expectation?
2. What is Variance?

3. What is Standard Deviation?

4. What is discrete and continuous random variable? .
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Theory- 6

Binomial Distribution:

The binomial probability distribution is a discrete probability distribution that models the probability
of a certain number of successes in a given number of trials. The binomial probability distribution is
defined by two parameters: the number of trials (n) and the probability of success (p).

a. Mean and variance based on Binomial distribution

The mean of a binomial distribution is equal to the product of the number of trials (n) and the
probability of success (p).

The variance of a binomial distribution is equal to the product of the number of trials (n) and the
probability of success (p) multiplied by the probability of failure (1-p).

Variance = np(1-p)

b. Mean and variance based on Normal distribution

Normal Distribution:
The normal distribution is a continuous probability distribution that is defined by its mean (u) and
standard deviation (o). The normal distribution describes how data are distributed around the mean.

The mean of a normal distribution is equal to the mean ().

Standard probability distributions

Mean:

Mean = np Variance:

24
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Mean:

Mean = p

Variance:

The variance of a normal distribution is equal to the square of the standard deviation (c2).

Variance = 62

Practical 6

a. Calculation of probability, mean and variance based on Binomial
distribution

e - I~

_ late the probability
successes 1n n trials
prob_binom <- dbinom(x

P)
prob_binom

# Calculate the mean
mean_binom <- n * p
mean_binom

Calculate the variance
var_binom <- n * p * (1 - p)
var_binom

25
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Output:

[1] 0.1029193

o

b. Calculation of probability based on Normal distribution

Code:

# Define
distribution
mean <-50

sd <- 10

the probability of
g ween two bounds
prob_norm <- pnorm(g=60, mean=mean, sd=sd) -
pnorm(q=40,
mean=mean, sd=sd)

prob_norm

Output:

[1] 0.6826895

Result and Discussion :
Conclusion

26
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Viva Questions :

1. What is Binomial distribution?

2. What is Normal distribution?

3. What is the Mean based on Binomial distribution?

4. What is the Variance based on Binomial distribution?
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Theory-7

Large Sample tests based on Normal (Z)-

Large Sample tests based on Normal (Z): These are statistical tests that use the normal distribution to
approximate the sampling distribution of a statistic, in order to make inferences about a population
based on a sample.

a. Test of significance for proportion (Single proportion Ho: P= Po)

Test of significance for proportion (Single proportion Ho: P= Po): This test is used to determine
whether the observed proportion in a sample is significantly different from a known or hypothesized
proportion in the population.

b. Test of significance for difference between two proportions (Double

Test of significance for difference between two proportions (Double proportion Ho: P1= P2): This test

is used to determine whether the difference in proportions between two samples is statistically

c. Test of significance for mean (Single mean Ho: u = u0)

Test of significance for mean (Single mean Ho: u = u0): This test is used to determine whether the
mean of a sample is significantly different from a known or hypothesized mean in the population,
d. Test of significance for difference between two means. (Double mean Ho: pl1 =u2)

Test of significance for difference between two means, (Double mean Ho: pl =u2): This test is used to
determine whether the difference in means between two samples is statistically significant.

proportion Ho: P1=P2)

significant.

Practical 7

a. Test of significance for proportion (Single proportion Ho: P=Po)

28
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sample_proportion <- 0.6
null_value <- 0.5

se <- sqrt(sample_proportion * (1 -
sample_proportion) / n)

Zz_statistic <- (sample_proportion -
null value) / se
Z_statistic

ulate the p-val

p_value <- 2 * pnorm(q = -abs(z_statistic))
p_value

’ Determins
if (p_value < 0.05) {

conclusion <- "Reject the null

hypothesis."
} else {
conclusion <- "Fail to reject the null
hypothesis."
'y

conclusion

b. Test of significance for difference between two proportions (Double proportion Ho:
P1=P2)

29
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sample_proportion_1 <- 0.3f
sample_proportion_2 <- 0.40
null difference <- 0

nl <- 1000
n2 <- 800

1late the standard erroi

se <- sqrt(sample_proportion_1 * (1 -
sample_proportion_1) / nl1 +

sample_proportion_2 * (1 -
sample_proportion_2) / n2)
¥ Calculat the =STALT ST Y
z_statistic <- (sample_proportion_1 -
sample_proportion_2 - null_difference) / se
Z_statistic

ylculate the | /alue

p_Vaiue <- 2 * pnorm(q = -abs(z_statistic))
p_value

# Determlin ne conclu
if (p_value < 0.05) {

conclusion <- "Reject the null
hypothesis."
} else {

conclusion <- "Fail to reject the null
hypothesis."

¥

conclusion

c. Test of significance for mean (Single mean Ho: p=p0) Code:

30
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Define the sampl
sample_mean <- 50

r

null value <- 55

se <- sd / sqrt(n)

Calculate the t-statistic

t statistic<- (sample mean - null value) /

se
t _statistic

# Calculate the p-value

p_value <- 2* pt(q— -abs(t_statistic),
df=n-1)

p_value

Determine the condlusior 01 cthe

1f (p_value < 0.05) {

conclusion <- "Reject the null hypothesis."
} else {

conclusion <- "Fail to reject the null
hypothesis.”

}

conclusion
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d. Test of significance for difference between two means. (Double mean Ho:1 =u2)

Code:

samplemean_1 <-
samplemean_2
null _difference

nl
n2
sd1
sd2

| A 1T ¢ ) [ ‘
pooled_sd <- sqrt(((nl
* sd2n2) / (n1 + n2 -

inada { ¢ r

+ sd2/A2/n2)

sqrt(sdi1/22/n1

t_statistic <- (samplemean_1 - samplemean_2
null difference) / se
t_statistic

p_value <- 2 * pf(q = -abs(t_statistic), df
=Nl * n2 = 2)
p_value

; P e N
if (p_value < 0.05) {

conclusion < "Reject the null
hypothesis,"
} else {

conclusion < "Fail to reject the null

hypothesis

}
conclusion

Result and Discussion :
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Conclusion

Learning outcome :

Course outcome :

Viva Questions :

1. What is large Sample tests based on Normal (Z)?
2. What is z-statistics?

3. What is p-value?

4. What is standard deviation?
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Theory- 8
Small sample tests based on t and F

T and F tests are small sample tests that compare two groups of data to determine if there is a
statistically significant difference between them. They are used to test hypotheses about the
population means for two independent samples. The T-test is used when the data being tested is
normal or nearly normal, and the F-test is used when the data being tested is not normal. The T-test is
based on the student's t-distribution and the F-test is based on the F-distribution. The T-test is used to
test the null hypothesis that the means of the two groups are equal, while the F-test is used to test the
null hypothesis that the variance of the two groups are equal.

a. t-test for significance of single mean, population variance being

unknown

(Single mean Ho : p=p0)

A t-test for significance of single mean, population variance being unknown is a statistical test used to
compare a sample mean to a known population mean. It is used to determine if the sample mean
significantly differs from the population mean. The hypothesis tested is: Ho: p = p0, where p is the
sample mean and p0 is the known population mean.

b. t-test for significance of the difference between two sample means

(Independent samples)

A t-test for significance of the difference between two sample means (independent samples) is a
statistical test used to compare the means of two independent samples. It is used to determine if the
means of the two samples significantly differ from each other. The hypothesis tested is: Ho: pul = p2,

where p1 is the mean of the first sample and p2 is the mean of the second sample.

c. t-test for significance of the difference between two sample means

(Related samples)

A t-test for significance of the difference between two sample means (related samples) is a statistical
test used to compare the means of two related samples. It is used to determine if the means of the two
samples significantly differ from each other. The hypothesis tested is: Ho: uD = 0, where uD is the
difference between the two sample means.

d. F-Test to Compare Two Variances
An F-test to compare two variances is a statistical test used to compare the variance of two

independent samples. It is used to determine if the variances of the two samples significantly differ
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from each other. The hypothesis tested is: Ho: 612 = 62”2, where o12 is the variance of the first

sample and 62”2 is the variance of the second sample.

Practical 8

a. t-test for significance of single mean, population variance being

unknown (Single mean Ho : p=u0)

sample_mean
null_value <-

n 25
sample_sd <-
t_statistic <- (sample_mean - null_value) /

(sample_sd / sqrt(n))
t_statistic

p_vaiue <- 2 * pt(q -abs(t_statistic), df
=n - 1, lower.tail FALSE)
p_value

if (p_value < 0.05
conclusion
hypothesis."
} else {
conclusion ) reje the null
hypothesis."
}

conclusion

Output:
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b. t-test for significance of the difference between two sample means

(Independent samples) Code:

sample_mean_1 <
sample_mean_2 <-
null difference

ciulate the tandard rrol

se <- sqgrt(sdi”r2/n1 + sd272/n2)

lcuilate the t- ral

B ILL1IS1

t_statistic <- (sample_mean_1 -

sample_mean_2 - null_difference) / se
t_statistic

¢ 1
1lculate he L | LI¢

p_value <- 2 *-pf(q = -abs(t_statistic), df
= nl + n2 - 2, lower.tail = FALSE)
p_value

' L LNne the concliusion
1f (p_value < 0.05) {
conclusion <- "Reject the null
hypothesis."
} else {
conclusion <- "Fail to reject the null
hypothesis."
}

conclusion

Output:
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11 diNp Lt
sample_data <- c(5
null_difference <-

1lculate the mple mean difi
sample_mean_difference <- mean(sample_data)
null difference

ef e th mp L¢

n <- length(sample_data)

¥ Calc i":,:{m: ey tic
t_statistic <- sample_mean_difference /
(sd(sample_data) / sqrt(n))

t statistic

# Calculate the | e

p_value <- 2 * pt(q = -abs(t_statistic), df
= n-1, lower.tail = FALSE)

p_value

1f (p_value < 0.,05) {

conclusion <- "Reject the null
hypothes1is
} else {
conclusion <-

Fail to reject the null

}

conclusion

F-Test to Compare Two Variances Code:

37



%5! SHRI 6.P.M. DEGREE COLLEGE

Department of Computer
Vision.. Innovation., Solution.. Presentation

# Define two sets of dat
groupl <- rnorm(20, mea
group2 <- rnorm(30, mean

rform the F-test

| 1OnN

result <- var.test(groupl, group2)

Print the result
print(result)

compare two variances

data: groupl and group2
F 0.3606, num df 1€
p-value ' '
variances

percei

ailternative

The output contains the F-statistic, degrees of freedom for the numerator and denominator,

p-value and the conclusion whether the variances are equal or not.

Result and Discussion :

Conclusion

38



88 SHRI 6.P.M. DEGREE COLLEGE

@ Department of Computer

Vision.. Innovation., Solution.. Presentation

Learning outcome :

Course outcome :

Viva Questions :

1. What is T-test?

2. What is F-test?

3. What is Variance?

4. What is Mathematical Expectation?

For Faculty Use
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parameters Formative Assessment | Timely completion of Attendance Learning
ractical Attitude
p

Theory-9
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Analysis of variance

Analysis of Variance (ANOVA) is a statistical technique used to analyze the differences between two
or more groups of data. It is used to test whether the means of different groups are equal or not.
ANOVA works by comparing the variation between different groups to the variation within each
group. The greater the difference between the groups, the more likely there is a statistically significant
difference between them.

a. One-way ANOVA

One-way ANOVA is a type of ANOVA used when there is only one independent variable. It tests for
differences in the means of two or more groups by comparing the variance between the groups to the
variance within cach group. This type of ANOVA can be used to test for differences between the
means of different groups. such as the effect of a treatment on outcomes.

b. Perform Two-way ANOVA

Two-way ANOVA is a type of ANOVA used when there are two or more independent variables. It
tests for differences in the means of two or more groups by comparing the variance between the
groups to the variance within each group, as well as any interactions between the independent
variables. This type of ANOVA can be used to test for differences between the means of different
groups, such as the effect of a treatment on outcomes, as well as the effect of multiple treatments in
combination.

Practical 9

a. Perform One-way ANOVA
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groupl <- rnorm(20, mean e

group2 <- rnorm(30, mean = 12, sd

group3 <- rnorm(25, mean = 15, sd ,

df <- data.frame(group = "

20), rep("group2”, 30), rep("group3”, 25)),
value = c(groupl, group2,

the

result <- aov(value ~ group, data = df)

L"\i 1 1 " Ne » u
I

summary(result)

The output contains the F-statistic, degrees of freedom, the mean squares and pvalue
for each of the two factors and their interaction, among other things.

b. Perform Two-way ANOVA Code:
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groupl <- c(rep("A", 20), rep("B", 20),
rep("C", 20))
group2 <- c(rep("X", 10), rep("Y", 10),
rep("X", 10), rep("Y", 10), rep("X", 10),
rep("Y", 10))
value <- rnorm(60, mean 10, sd = 3)
df <- data.frame(groupl = groupl, group2 =
group2, value = value)

Pertorm two-way ANOVA using the aoVv(
runction
result <- aov(value ~ groupl + group2, data
= df)

The output contains the F-statistic, degrees of freedom, the mean squares and pvalue
for each of the two factors and their interaction, among other things.

Result and Discussion :
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Learning outcome :

Course outcome :

Viva Questions :
1. What is Variance?
2. What is ANOVA?

Conclusion :
3. What is One-way ANOVA?

4. What is Two-way ANOVA?
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Theory- 10

Non-parametric tests

Non-parametric tests are statistical tests that do not assume a normal distribution of data. They are
used to test hypotheses about population distributions when the data are not normally distributed.
Examples of non-parametric tests include the Sign test, the Wilcoxon Sign rank test, the Run test, the
Kruskal-Wallis (H) test, and the Chi-square test.

a. Sign test and Wilcoxon Sign rank test

The Sign test is a hypothesis test that is used to compare two samples when the data is ordinal or
continuous. It is commonly used to test whether two samples come from the same population. It is
also used to determine if there is a significant difference between two related samples.

The Wilcoxon Sign rank test is used to compare two samples when the data is ordinal or continuous. It

is used to compare the median of two related samples. 1t is ofien used to compare the pre-test and
post-test scores of a single sample.

The Run test is used to test for randomness in an ordered data set. It is used to determme if there is a
significant difference between two related samples. It is commonly used to test for differences in
consecutive runs of data, '

¢. Kruskal-Wallis (H) test

The Kruskal-Wallis (H) test is a non-parametric test used to compare two or more independent
samples. It is used to determine if there is a significant difference between two or more independent

d. Chi-square test

b. Run test

samples.
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The Chi-square test is used to compare two or more categorical variables. It is used to determine if
there is a significant difference between two or more independent samples. It is commonly used to test

for differences in proportions between two or more groups.

Practical 10

a. Sign test and Wilcoxon
Sign rank test
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Define the data
datal <- c(2,
data2 <- c(1,

ol
he

1gn, test() tunction

feéulti <- sign;test(data1, data2)

Print the result
print(resultl)

= : , »
Perform the Wilcoxon

R a4 = o N7 $ v o~ 4 [ 20 At e ob o
al= Llcox.test() function

1111
L) |

reéultZV%— wiicox.tesf(data1, data2, paired

= TRUE)

# Print the res

tes

print(resultZ)

b. Run test Code:
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; 3)
<- rbinom(100,

S ".i{lf NCe

num_runs <- sum(abs(diff(x))

nl <- sum(x == 1)
N2 <- sum(x == 0)
expected_num_runs
n2) + 1

lculate the test yTatl T 1 inNna |
z <- (num_runs - expected_num_runs) /
sqri (2 > nl ™ p2 % (2% nl ¥ n2/- ol -
n2)) /7 ((n1 + n2) A 2 * (n1T + n2 - 1)))
p_value <- 2 * (1 - pnorm(abs(z)))

Print the test r¢ U
cat("Number of runs:", num_runs, "\n")
cat("Expected number of runs:",
expected_num_runs, "\n")
catl{NFest statistaic:Y, =z, “Aan™)
cat("P-value: p_value, "\n")

Output:

¢. Kruskal-Wallis (H) test

Code:
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#Load the stats
library(stats)

# fs-;:u ne data
datal <- c(2,
data2 <- c(1, 2,

data3 <- c(5, 10,

A

Combine the data into a list

data_list <- 1
# Pel Kruskal-Wall
kruskal.test(data list)

erform the

ist(dété1,rdéfa2, data3)

d. Chi-square test Code:
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T he 1

libréry(stats)

T 4 | J
LNpl ctne !

contingency_table <- matrix(c(50, 20, 30,
40), ncol = 2, byrow = TRUE)
colnames(contingency_table)<- c("Group A"
"Group B")

rownames(contingency_table) <- c("Success",
"Failure")

'

Perform the S 1

chisq.test(confiﬁgéncy_tabié)

Result and Discussion :
Conclusion
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Learning outcome :

Course outcome :

Viva Questions :

1. What are Non-parametric tests?

2. What are Sign test and Wilcoxon Sign rank tests?
3. What is the Kruskal-Wallis (H) test?

4. What is the Chi-square test?
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