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Introduction 

In this document I will outline an analytical method which demonstrates an endemic statistical characteristic of natural language samples, and with several examples show the nature of the effect.       
Then by applying this analysis to the ‘Voynich Manuscript’ I will show some fundamental differences of it to natural language,  and how this leads to some important conclusions on the nature of its content. 

There is a brief study of the effects that various encryption techniques have upon this ‘statistical characteristic’ leading to some further conclusions on the various possibilities for the underlying construction of the Voynich Manuscript.

At the end of the document there are links and references for others to download a Windows program which performs the analysis.

What is Word Pair Permutation Analysis?
Word Pair Permutation Analysis (WPPA) is a way of detecting relationships between nearby words in a sample text and measuring the extent to which those connections are order dependent.   This turns out to be a very good “acid test” for natural languages.

The method of Word Pair Permutation Analysis is the process of constructing sets of wordpairs from a sample text by uniting words that are a fixed distance apart,   and then studying the effect that varying the distance has upon the sets of wordpairs. 
In notation:

Let,  w[X] denote the X-th word in a given sample text (w).
A wordpair “with distance D” is formed by uniting a word from the sample text with the word that is D words after it.       i.e.    ( w[X], w[X+D] )

Let,  S(w, D) denote the set of all wordpairs formed from sample text w, using distance D.

Let,  U(w,D) denote the set of all unique wordpairs found in  S(w, D)      
     i.e.   this is the deduplicated set of S(w, D)

The “natural wordpairs” (or adjacent wordpairs) of a sample text means the set of all wordpairs formed from it with distance = 1,   
     i.e.  the words that are naturally found together.    
The 4 measurements of WPPA

Having formed a set of wordpairs using a given distance there are a number of statistical measurements of interest to us that form the basis of WPPA.     There are:

N(w, D)  = CountOf( U(w, D) )

     i.e.  This is the number of unique wordpairs in the set.     

R(w, D) 

     the number of wordpairs (x,y) in U(w, D) where the reverse-pair (y,x) also exists in U(w, D)
ASF(w, D)    “average squared frequency”

     Square the frequency counts of each unique wordpair and produce the average.

ASD(w, D)   “average squared frequency difference”

     For this measure,  compute the squared difference in frequency count of each unique wordpair (x,y) with the frequency of its inverse (y,x),    and produce the average.

Examples of WPPA Results for natural languages 
The following graphs are to familiarise the reader with the behaviour of the WPPA measures when applied to natural language samples,  as the word distance D reduces to 1. 

The samples were in each case 25,000 words long.    
The first and simplest measure is N(w, D);   the number of unique wordpairs in the set.
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Note that N(w, D) is always minimal at D = 1 and increases ‘pseudo-asymptotically’ until stabilizing, usually before D = 20,  after which no further trend is detectable over the “noise” of random variation.

The relationship between N(w, D) and D is shown in more detail in the next graph in which each series of N(w, D) is plotted as a proportion of the series maximum:
[image: image2.png]11

o7

06

N(w, D) as proportion of MAX

—— English
—+ German
—+French

—— ltalian
—+— Spanish
—s—Latin

—=—Icelandic

1

234567 8 91111213 141516 17 18 19 20

wordpair distance (D)





Next we see R(w, D).    The number of unique wordpairs which also exist in the reverse form:
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Again the typical relationship between R(w, D) and D is more clearly illustrated on the following plot, where each series is plotted as a proportion of the series maximum:
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The third WPPA measure is ASF(w, D);
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As you can see this measure is much more variable from one language to another,  but in general the value of ASF(w, 1) is elevated beyond the magnitude of ASF(w, D) where D is large,  in some cases considerable so.
The last WPPA measure is ASD(w, D);   
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ASD(w, D) is maximal for D = 1 and for large values of D the ASD(w, D) stabilizes between 1 and 2,   as can be seen in more detail below:
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As a footnote to this section I should add that I have run Word Pair Permutation Analysis on a good number of other language samples,  and which are not shown in the graphs presented here.    This is for the purpose of keeping the graphs from getting too messy.   So far,  the characteristic pattern of the WPPA measures when applied to natural language have been present in all languages sampled.
The significance of the WPPA measurements to natural language
In a natural language sample the words are obviously not thrown together at random,  but they are assembled together in units in order to convey the intended meaning.    The assembly of words within units is constrained by the rules of grammar and the considerations of what is meaningful and what are likely constructions.     In English for example,  “and the” is both very common and meaningful,  whereas the reverse wordpair “the and” is only meaningful in an extremely specific circumstance and is correspondingly extremely unlikely to occur.     
This importance of word order in natural language means that the count of reversible wordpairs R(w, D) for a natural language sample (w) is always minimal at D = 1 and increases rapidly and asymptotically over the next few values of D,  such that by D = 20 at the latest,  it is generally within the same range of values as for any large value of D;     i.e.  the level of reversibility which can be expected from purely random wordpair construction over a sample of the given size.
By averaging the squared difference in frequency of wordpairs in the “forwards” direction to their counterparts in the “reverse” direction,   ASD(w, D) provides a good measure for the existence of wordpairs which occur a great deal in one order and very rarely (or not at all) in the reverse direction…that being evidence of purposeful construction as opposed to a set of wordpairs which all occur with a roughly equal probability.
In an unknown natural language we may not be aware of the rules of the grammar, and may not even be aware of the correct delimitation of the text into sentences or ‘units’,  but in general the closer together two words are the more likely it is there is some causal connection between them.     And in a meaningful document (especially with a consistent subject),  that connection is most likely to be repeated elsewhere in the sample many times.
This means that in a natural language sample,  some natural wordpairs are very common;  way beyond the frequency you should expect simply from the individual frequencies of the two words involved.     This has the effect that N(w, 1) is always much less than N(w, D) where D is large.      And ASF(w, D) provides a good measure for the existence of a small number of very common wordpairs. 
WPPA Results for the ‘Voynich Manuscript’
Below are the results of WPPA on a section of the Voynich Manuscript.    The sample used comprised of 25,000 words of ‘EVA’ taken from purely paragraph lines (i.e. not including labels) from pages denoted as “language B” by Prescott Currier.     The previous results of the natural language samples are shown for contrast.
First, N(w, D):
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For the Voynich sample, the familiar asymptotic behaviour of N(w, D) is almost entirely absent.     N(w, 1) is indeed minimal,   but as a proportion of MAX( N(w, D) ) it is much higher than all the natural language samples,  and for the Voynich sample, N(w, D) reaches its zenith as early as D = 2. 
Here are the results for R(w, D):
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As with N(w, D),  the behaviour here is quite different to that shown by natural language samples.   There is barely any reduction in N(w, 1) over other values of D.   In fact,  all the values of N(w, D) for D < 40 fall between 0.84 and 1.

Now the results for ASF(w, D): 

[image: image10.png]35

30

25

20

1%

ASF(w, D) - "Average Squared Frequency”

—— English
—+— German
—«—French
—+— ltalian
—+— Spanish
——Latin
—=— Icelandic
- vMsB

1

234567 8 910112131415 1617 18 19 20

wordpair distance (D)





For the Voynich sample ASF(w, D) is more or less constant for all values of D. 

There is a slight elevation of ASF(w, 1) but this maximum value over D < 40 is only 30% higher than the minimum value.       

The closest match in the natural language samples is the latin sample, but even here the maximum value is 61% higher than the minimum value.

The final WPPA measure is ASD(w, D):
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Again,  there are fundamental differences in the behaviour of the Voynich Manuscript sample to the natural language samples.    There is no progressive increase as D tends to 1,  here the only ASD value which is elevated beyond the random “noise” is at D = 1,  and then only to a much smaller degree than in any of the natural language samples. 

Summary of the results 

The stark differences apparent between the Voynich results and the natural language samples can be summarised in three dimensions;   scale,  scope and character. 
In all the natural language samples the WPPA measures show evidence of causal connections between nearby words as well as adjacent words.     They show an effect which is always strongest for adjacent words and which progressively decreases in strength as the word separation increases but which is certainly still in evidence for D = 2, 3, and 4.  
By contrast what effect is present in the VMs seems for the most part to only to exist at D = 1,  (i.e. just for the adjacent wordpairs)
The scale of the WPPA effects detected in the VMs also sets it at odds to the natural language samples,  because in each case they are considerably weaker than shown by any of the natural languages.

Finally the character of the effect seen in the VMs results and how it varies over D is in the case of R(w, D) totally different to what we expect for natural language.

Some immediate conlusions of the results

The differences highlighted by WPPA are large and significant enough that it is vital that any proposal for the nature of the content of the Voynich Manuscript will need to include an explanation or reasons for them.     There are in fact some immediate conclusions we can make from these results.   

Many of the ciphers or encryption methods that have been contemplated over the years as viable models for ‘Voynichese’ will not alter the WPPA results of the text they are applied to.    
Monoalphabetic substitution of any kind (including ‘verbose substitution’) and codebooks are examples of these.   In fact any system which consistently and deterministically replaces plaintext words one-for-one with the same cipher word will not alter WPPA results,  because the WPPA measures concern the relationships between words regardless of the form of representation those words are written in.
So we can confidently rule out the use of these methods in the construction of the VMs (unless someone can subsequently find a plaintext sample which comes close to exhibiting the WPPA results of Voynichese).     [at the end of this document there are details for obtaining a WPPA program which readers can run themselves on other sample texts]
The effects of polyalphabetic enciphering on WPPA Results
Applying a polyalphabetic substitution cipher (such as Vigenere) to a natural language will alter the WPPA measures of it.     As the number of alphabets used (or the key-length) increases it will start to flatten out all the wordpair frequencies, reducing ASF and ASD,  increase the number of unique wordpairs, and in so doing flatten out N(w, D).      
In the following table you can see this clearly as the latin sample text is enciphered with a cyclical polyalphabetic cipher with first 5 and then 10 rotating alphabets:
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So by applying a multi-alphabet cipher to natural language samples we can at least get closer to matching the WPPA measures of N, ASF and ASD as exhibited by the Voynich Manuscript.
However,  whilst this reduces the scale of these effects it does not change the inherent asymptotic (or progressive) nature of them that natural languages have.

Furthermore,  the effects of polyalphabeticism on R(w, D) (the number of ‘reversible’ wordpairs) is dramatic and takes the latin sample further and further away from what we see in the VMs:
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In the VMs adjacent wordpairs are very reversible,  much more so than natural languages,  yet the isolated use of multiple alphabets or state-based encryption will only reduce reversibility as it increases diversity and variation. 
The effects of transposition ciphers on WPPA Results

A system which disrupts the order of information or words in the plaintext will naturally tend to fit the results for R(w, D) that the VMs shows,  provided that it is sufficiently random or unpredictable in function.    Under such a scheme neighbouring words are no more or less likely to be reversible than wordpairs formed over any other distance.    Transposition also easily accounts for the high reversibility of Voynichese words rather obviously on the grounds that the words have already been jumbled up before they are written down.      
However,  in the presence of such word-jumbling the ASD measure (which measures ‘order preference’) should be almost totally flat and have no increase for D = 1, like the VMs has.     

You should expect in fact there to be no ‘order preference’ of wordpairs in the output.

Similarly with such transposition in play you would not expect any wordpair to be much more frequent than predicted from the frequencies of the individual words involved.

Final Conclusions 
WPPA is a powerful technique for exposing ‘causal connections’ between nearby words in information.

The WPPA patterns exhibited by the Voynich Manuscript do not match unprocessed natural language.

WPPA can be used to ‘rule out’ a number of hypotheses concerning the VMs.

‘Voynichese’ is not a natural language in it’s own right.

If the VMs text is derived from a plaintext in a natural language,   it must have undergone some disruption of word order.

Assumptions

The ‘word’ boundaries in the VMs sample were taken directly from the EVA transcription.

There is reason of course to assume that a small percentage of these may be wrong courtesy of transcription and/or interpretation error,  and some could even be deliberately ‘tampered with’ by the creators of the VMs in an attempt to confuse or confound any decoding.     I believe on the basis of other work that the “deliberately moved” spaces,  if there are any, are probably no more than 5% of the total number of spaces in the manuscript and not enough to significantly change the WPPA results or findings here.
Analysis Program
If you want to run WPPA analysis yourself on whatever samples you choose I am happy to supply you with a Windows program that performs the analysis.    Please email me Marke Fincher (Marke@capscan.com) for further details.
