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ABSTRACT

In a continuous Peed remgnition system it is important to
model the mntext dependent variations in the pronunciations of
phones. In this work we have dtempted to buld dedsion trees
for modeling phonetic context-dependency in Hindi. The
approach followed is to modify a decision tree built to model
context-dependency in American English. The reason the
dedsion trees turn ou to be different are that the English and
Hindi phoneme sets are not identicd. Then even for identicd
phonemes, the antext-dependency is different for the two
languages. Linguistic-Phoretic knowledge of Hindi is used to
modify the English phone set. Since the Hindi phore set being
used is derived from the English phone set, the aaptation of the
English tree to Hindi follows naturaly. Though here the
adaptation is from English to Hindi, the method may be
applicable for adapting between any two languages. The
dedsion treeis built using either Hindi data or English data
labeled with the crred Hindi contexts. This procedure is
discussed and the limitations of both the methods are described.

1. INTRODUCTION

In continuaus speed the pronunciation of a phore is heavily
dependent on the mntext. It is important to model the mntext
dependent variations in the pronunciation o phones.  For this
purpose aphanetic dedsion treeis used to obtain the aoustic
redizaion of the phoneme @ntext [1]][2][3][4][5]. In [1] the
dedsion tree is constructed with a question set chosen to
incorporate lingustic knowledge into the dustering procedure.
The avantage with this is that even unseen contexts can be
grouped with those, which, one would exped to be
lingusticdly similar. In [2] a method for constructing dedsion
trees for discrete distribution models was developed. The
dedsion treeis constructed in a top-down fashion, with fixed
splitting criteria  aad stopping criteria  [3]. Data-based
approaches that rely on clustering based question seledion have
been presented in [4][5]. This approach has the alvantage that
the phonetic structure need not be well understood to frame the
questions.

The aithors have not come acoss work on the building o
dedsion trees for modeling plonetic context-dependency in
Hindi. Hindi is alanguage spoken in large parts of India. In [6]
a method for deriving an initid phone model for Hindi is
presented. The phone set for Hindi is different from the phore
set for English. However it is seen that 40 phones are mmmon
between the two languages (there the Hindi phore set has 64
phones and the English phone set 52 phones). This give the
hope that a dedsion treebuilt for the English language may be
adapted for Hindi.

The gproach being foll owed by the authorsisthat of building a
Hindi speed remgnition system by bootstrapping from an
existing English speed remgnition system. This adaptation is
espedaly advantageous in a language like Hindi where there
are few existing remgnition systems. It alows the use of an
existing speed reagnition system to build a system for a new
language. The Hindi phore models are wnstructed by
bootstrapping from the English phone set as described in [6].
Initial 1abeling of the Hindi data is done using these models. In
this paper the authors construct a dedsion tree based on this
labeled Hindi data by modifying an English dedsion tree The
knowledge and famili arity gained with the Hindi phore set in
building the phone models in [6] is used in the revision of the
English question set. In Hindi new classes of phonemes exist
that are not there in English, for example, the nasa vowels
AAN, AEN, EYN, I'YN etc. Questions are alded to the English
question set for these new clases. Then cetain clases are
modified by adding new phoremes present in Hindi. Other
classes get removed completely.

In Sedion 2 we describe the question set used in the dedsion
tree We describe how the mntextua questions gedfic to Hindi
are alded to the English dedsion tree ad wsed to modify it. In
Section 3 we present the results of classificaion wsing the
dedsion treeon continucus Hindi speech data. In Sedion 5we
briefly describe the process of generation d dedsion trees. In
Section 6 the conclusions and future diredions are given.

2. THE QUESTION SET

A binary dedsion treeis used to assign classes to objeds. The
context, i.e. the identities of the K previous phones and K
following phones in the phane sequence, denoted as P, , ...P,,
P, ..., P, defines the dedsion rule based on which the treeis
constructed. In our experiments K=5. The tree onsists of nodes
that contain the dedsion rules and leaves (fina nodes) which
are labeled with the dasss. At ead node abinary dedsion
criteria (contextual question) assigns the objed to the left or
right subtree When the objed reades a led, the dasslabel of
this led is used as the dass for the objed. The dasses are
phondogicdly meaningful groups of phonemes. Each class
consists of a subset of the dphabet of phones.

The English phone set comprised of 52 phores. The eisting
English question set comprised of 112 questions (pruned from
the 130 in [3]). The questions are of the form "does the phone &
offset (say 2) from the arrent phore belong to class A?" Each
question is applied to eah element P, of the mntext. For the
context depth of 5 in the forward and badkward dredion, this
leads to atotal of 1120 contextual questions. The Hindi phane
set we ae using from [6] comprised of 64 ptones. It comprises
of entirely new classes of phonemes like the nasa vowels



mentioned in the previous edion. Then others like the stressed
plosives DHH, DDN, THH etc. aso dorit exist in English but
are dose to some phonemes in English. These ae alded to the
arealy existing classes. For example DHH is added to the class
DH. In building the phoneme models for this particular
phoneme two English phanemes (DH and HH) were ombined
in [6]. The grouping in this case follows naturally. Deletion o
phonemes from the English question set comes about in an
obvious way. Phonemes that do not exist in Hindi are removed.
For example the phanes 1Y, IH, IX belongng to a single dass
in English get removed. Another example is the phone AO that
does not appea in Hindi. The dass AE, EY, AO in English
therefore gets modified to exclude AO.

As described above, to modify the English question set three
things were done. One we alded entirely new questions and
hence new classs, two we modified some of the eisting
clases to include/remove phonemes and three we deleted
certain classes that are not present in Hindi. This revision
resulted in a question set for resolving Hindi context
dependency. The resulting guestion set for Hindi consists of
112 questions for ead context. Table 1 shows a set of new
clases and, hence new questions that appea in the Hindi
question set. In Table 2 a few examples of modified classes in
Hindi are given. Table 3 shows some dasss that have been
deleted from the English question set.

Deleted Questions

AH;

AO OY;

AXR IX AX;
EH;

ER;

New Questions

AAN AEN AWN AXN EYN IYN OWN UHN UWN ;

UHN UWN;

DHH DXH DDN;

Table 1: Examples of new questions appeaing in the Hindi
question set.

Modified Questions

Old Questions New Questions
DH; DH DHH,;

CH; CH CHH;

T; T THH;

F; F PH;

AE AH EY AOQ; AEEY;
AXRERR; R;

DXBDG; BDG;

IX1Y IH,; 1Y IH;

Table 2: Examples of questions that get modified when

adapting the questions to Hindi

Table 3: Examples of Questions that appea in the English
question set but nat in the Hindi question set

The question set has been dedded based on linguistic-phonetic
knowledge of the Hindi Phone set and its relation to the English
phone set from which it was derived. Sincethe Hindi phone set
used in this work is diredly bootstrapped from the English
phone set, meaningful phonetic dasses for Hindi become
obvious and the modificdion of the English question set
straightforward. New classes in Hindi like the nasal vowels
naturally lend themselves to asking new questions.

Another important concept to kegp in mind when huil ding the
tree is that of garbage phones. The phones that get deleted
(don't exist in Hindi but exist in English) are cdled garbage
phones. In the @sence of a method for labeling Hindi speed,
this allows the use of English data to construct the dedsion
trees for eadh of the Hindi phanes. In the next sedion we
describe two ways of building dedsion trees for ead phone in
Hindi; using labeled Hindi data and wsing labeled English data
with appropriate mapping to the Hindi space When using
English data, phonemes like AO, AXN that do not appear in
Hindi will also be present. The Hindi question set does not have
guestions corresponding to these. If the arrent phone is a
garbage phone we disregard it and donot procee with building
the dedsion treefor it. However if it is one of the precading a
following phones, we mark it and debar it from participating in
the questioning.

3. CONTEXT DEPENDENT DATA
LABELLING

Sincewe use aK-phone mntext mode to build the treefor ead
arc/phone, feaure vedors are required that have been digned to
the Hindi phone set. Each of these vedors aso neal to have K
previous and K next phone cntexts on which the questions are
to be aked. Context dependent labeled data can’'t be obtained
for the language which does not have arecognition system.
Isolated phaie labeled data can be generated by asking the
spekers to utter the isolated phonemes and then they can be
labeled manually. To generate the mntext dependent labeling is
not pradicdly possible. We present two methods to label the
data to the Hindi phone set. Althoudh, these gproaces
produce gproximate phone boundaries, the data so generated
can be used as input to the treegeneration algorithm in the first
iteration.

In the first method, we generate the dignments for continucus
speedr in English language using the English reagnition
system. This produces the exact alignment of the fegure vedors




with the English phone set as the English recognition system is
well trained for English speed. After the vedors are digned,
eath vedor has (1) a phone-id to which it has been aligned
and, (2) the phone mntexts of this vedor. These phone mntexts
and the phone-ids are in acordance with the English phores.
So we use the mapping described in [6], to convert the
phone-ids and the phone mntexts from the English ptone set to
the Hindi phone set. The vedors that are asigned to phones in
English which do nd occur in Hindi are dl mapped to a
garbage phone. No treeis built for this garbage phone. Same
mapping is applied to the ids existing in the phone mntext of
eath feature vedor. Althoudh the vedor is of English speed
and it represents the amustics of the English language, the
mapping credes the dosest Hindi phonretic contexts. This way
we can have eab vedor being represented by a Hindi phore-id
and having aHindi phonetic context.

Another way to generate the labeled data in Hindi is to use the
novel language data labeling technique & described in [6]. This
neads Hindi continuows geed data ad uses the English
reaqognition system to align the Hindi vedors. Using the lexeme
contexts in the two languages we generate the Hindi data
|abeled to the Hindi phone set.

These methods produce dignments that may not represent, both,
the ontexts and the crresponding feaure vedors exadly.
Building a treefrom the first method may nat result in the best
models as none of the fegure vedors in this method are from
the Hindi language and so they may not be @le to model any
charaderisticadly new soundof the language in the vedor space
However the dignments give the exad phone boundaries, as it
is atrained system for the English data. On the other hand the
second method uses Hindi data and so the feaure vedors do
cover the amustic space of the Hindi language. But aligning
Hindi speed with the English recognition system does not give
the exad phone boundaries. So the dignment generated by this
method is not very acarate. We use both the methods to
generate the labeled data and buld trees on the two different
sets of data.

Hindi data was collected for 20 spesers having a total of 2000
utterances totaling around 6 haurs of continuous Hindi speed.
The Hindi phoretic vocabulary contains 900 Hindi words. The
English data mnsisted of 3000 utterances of 30 dfferent
speers. The English training sentences are cosen from a
vocabulary consisting of 96,000 words. This constituted about 7
hours of continuous peed.

4. BUILDING THE DECISION TREES

Once we have the set of questions to ask and the labeled data,
we ak these questionsto al the vedors of a particular phone to
build the tree We doose the best question at eat step by
asking all the questions to al the mntexts of al vectorsin the
phone. The question that gives the best split is taken as the best
question for that stage [3]. Iteratively we prune down the tree
and we stop when we get the termina leaves. We aede
Gausdan mixture models for ead led in the treeto model the
vedors in eah led. These models represent the ntext
dependent models for the new language using the English
language reagnition system.

5. CONCLUSIONS

We have described an effedive means of building dedsion trees
for Hindi. The procedure followed is that of modifying the
English contextua questions based on Linguistic-Phoretic
knowledge. Once the question set is fixed, we present ways of
generating Hindi or English data labeled with the corred Hindi
contexts for the mnstruction of the dedsion trees. Questions are
then asked onthis set of data for building the trees for ead of
the phones. We then generate @mntext dependent models for the
Hindi phone set. These can be used iteratively to further
generate the labeled data and the tree ca be refined. Viewed in
conjunction with the cmpanion peper [6] the first steps in
building a Hindi recognition system by bootstrapping an
existing Engli sh recognition system is presented.

The main focus in the nea future will be
*  Refinethetreeby further iterations,
«  Build alanguage model for Hindi speed,

e To build acomplete Hindi speed reagnition system
by iteratively refining the steps discussd in this
paper .
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