
ETEC 207 Foundation of Computer Science


ASSIGNMENT- 1 (FORMAL LOGIC)

1. Using the statements

R: Mark is rich.

H: Mark is happy.

Write the following statements in symbolic form:

a. Mark is poor but happy.

b. Mark is rich or unhappy.

c. Mark is neither rich nor unhappy.

d. Mark is poor or he is both rich & unhappy.

2. Assuming that p & q are F &  q & s are T, find the truth value of each proposition:

a. p → q

b. ¬p → ¬q
c. ¬( p → q)
d. (p → q) Λ (q → r)
e. (p → q) → r
f. p → (q → r)
g. (s → (p Λ ¬r)) Λ ((p → (r V q)) Λ s)
h. ((p Λ ¬q) → (q Λ r)) → (s V ¬q)
3. Rewrite the following statements without using the conditional:

a. If it is cold, he wears a hat.

b. If productivity increases, then wages rise.

4. Determine the converse, inverse and contrapositive of each statement:

a. If John is a poet, then he is poor.

b. Only if Marc studies will he pass the test.

5. Write the negation of each statement as simply as possible:

a. If she works, she will earn money.

b. He swims if and only if the water is warm.

c. If it snows, then they do not drive the car.

6. Formulate the symbolic expressions in words using:

p: Today is morning,     q: It is raining,     r: It is hot.

a. p → q
b. ¬q → (r Λ p)

c. ¬p → (q V r)

d. ¬(p V q) ↔ r
e. (p Λ (q V r)) → (r V (q V p))

7. Show that: (p → q) ≡ ( ¬p V q),   (p ↔ q) ≡ (p Λ q) V (¬p Λ ¬q)
8.  a. Write truth tables for exclusive OR, NAND & NOR.

 b. Prove that { ↑ }, { ↓ }, { ¬, Λ } are functionally complete sets. 

     (I.e. define Λ, V, ¬, →, ↔ using connective(s) of particular set only)

 c. Express P ↑ Q in terms of ↓ only. Verify the De Morgan law, ¬(p Λ q) ≡ ¬p V ¬q.
9. Define the truth table for imp2 by
	p
	q
	p imp2 q

	T
	T
	T

	T
	F
	F

	F
	T
	T

	F
	F
	F


a. Show that (p imp2 q) Λ (q imp2 p) ≠ p ↔ q.

b. Show that above equation remains true if we alter imp2 so that if p is false and q is true, then p imp2 q is false.

10. Obtain the principal disjunctive and conjunctive normal forms of the following formulas.

a. (¬P V ¬Q) → (P ↔ ¬Q)

b. Q Λ (P V ¬Q)

c. P V (¬P → (Q V (¬Q → R)))

d. P → (P Λ (Q → P))

e. (Q → P) Λ (¬P Λ Q)

Which of the above formulas are tautologies?

11. Test the validity of each argument:

a. If it rains, Erik will be sick.

It did not rain.
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Erik was not sick.

b. If it rains, Erik will be sick.

Erik was not sick.
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It did not rain.

c. If it study, then I will not fail mathematics.

If I do not play basketball, then I will study.

But I failed mathematics.

Therefore I must have played basketball.

12. Show that R Λ (P V Q) is a valid conclusion from the premises P V Q, Q→R, P → M & ¬M.
13. Show that ¬(p Λ q) follows from ¬p Λ ¬q.
14. Show that R → S can be derived from the premises P → (Q → S), Q and   ¬R V P.
15. Show that following premises are inconsistent:

a. If Jack misses many classes through illness, then he fails high school.

b. If Jack fails high school, then he is uneducated.

c. If Jack reads a lot of books, then he is not educated.

d. Jack misses many classes through illness and reads a lot of books.

16. Show that the following premises are inconsistent:

         P → Q, P → R, Q → ¬R, P

17. Show without using Truth table that if P → (Q → R) is True then, Q → (P → R) is also True.

18. Let      P(x): x is a person.

                    F(x, y): x is the father of y.

                   M(x, y): x is the mother of y.

     Write the predicate “x is the father of the mother of y.”

19. Symbolize the expression “All the world loves a lover.” Using:

              P(x): x is a person.

              L(x): x is a lover.

              R(x, y): x loves y.

20. Negate the following statements:

a. If the teacher is absent, then some students do not complete their homework.

b. All the students completed their homework and the teacher is present.

c. Some of the students did not complete their homework or the teacher is absent.

d. Every student has at least one course where the lecturer is not a teaching assistant.

21. Determine the truth value of each statement. The domain of discourse is the set of real numbers. Justify your answers.

a. For every real number x, if x > 1, then x + 1 > 1.

b. For every real number x, x2 – 1 > 0.

c. For some positive integer n, if n is prime, then n+1, n+2, n+3 and n+4 are not prime.

d. For every x, for some y, x+y = 0

e. For every x, for every y, if x2 < y2, then x < y.

22. Let T(x, y) be the propositional function “x is taller than y.” The domain of discourse consists of three students: Garth, who is 5 feet 11 inches tall; Erin, who is 5 feet 6 inches tall; and Mary who is 6 feet tall. Write the following propositions in word & tell whether it is T or F. Also write negation of each proposition in words & symbolically.

a. (x (y T(x, y)     c.  (x (y T(x, y)

b. (x (y T(x, y)      d.  (x (y T(x, y)

23. Test the validity:

Every 2nd year student likes FCS.

If a student likes FCS, then he/ she is happy.

Therefore, every 2nd year student is happy.

24. Consider the statement “Given any positive integer n, there is a greater positive integer.” Symbolize this statement with and without using the set of positive integers as the Universe of discourse.

25. Prove that:

         ((x)(P(x) Λ Q(x)) 
[image: image3.wmf]Þ

((x)P(x)  Λ  ((x)Q(x)

26. Show that from

a. ((x)(F(x) Λ S(x)) → (y)(M(y) → W(y))    b. ((y)(M(y) Λ ¬W(y))

the conclusion (x)(F(x) → ¬S(x)) follows.

27. Show that
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28. Verify the existentially quantified statement:

       For some real number x, 
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is False.

29. Show that for universally & existentially quantified statements, the correct connectives that should be used are the conditional and conjunction respectively.

30. Negate each of the following statements:

a. If there is riots, then someone is killed.

b. It is daylight and all the people have arisen.

* * * * *

ASSIGMENT- 2 (PROOF, RELATION & ANALYSIS OF ALGORITHM)
1. Using direct proof technique, prove that for all real numbers d, d1, d2, and x, if d = min{d1, d2} and x ≤ d, then x ≤ d1 and x ≤ d2.

2. Using direct proof technique, prove that if x is a real number, then x.0 = 0.

Assume that the following are previous theorems:

If a, b, c are real numbers, then b + 0 = b;  a(b + c) = ab +ac;  If a+ b = a + c, then b=c.

3. Using proof by contrapositive technique, prove that for all real numbers x and y, if x+y ≥ 2, then either x ≥ 1 or y ≥ 1.

4. Using proof by contrapositive technique, prove that if xy = 0, then either x = 0 or y = 0. Assume that if a, b, and c are real numbers with ab = ac & a≠ 0, then b = c.

5. Show, by giving a proof by contradiction, that if 100 balls are placed in nine boxes, some box contains 12 or more balls.

6. Show, by giving a proof by contradiction, that if 40 coins are distributed among nine bags so that each bag contains atleast one coin, atleast two bags contain the same number of coins.

7. Prove that there is no rational number p/q whose square is 2.

8. Let m and n be integers. Prove that n2 = m2 if and only if m = n or m = -n.

9. Let A and B be subsets of a universal set U, prove that 
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10. Prove the following using resolution:
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11.  State the Resolution principle. Apply it to find the validity of the following argument: “If the violinist plays the concerts, the prices will not too high. If the prices are not high, crowds will come. Therefore, if the violinist plays the concerts, crowds will come.” Also, draw the Resolution tree.

12. Prove using induction:

a. 1.2 + 2.3 + … + n(n+1) = 
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b. 12 – 22 + 32 – 42 + … (-1)n-1n2 = 
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c. 12 + 32 + 52 + … + (2n-1)2 = 
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d. 13 + 23 + 33 + … + n3 = (1 + 2 + 3 +… + n)2
13. Show that:

a. 
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b. 
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c. 
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14. Using induction, verify the inequalities:

a. 2n ≥ n2, n = 4, 5, …

b. 3n + 7n –2 is divisible by 8, for n = 1, 2, …

15. Show the postage of 24 cents or more can be achieved by using only 5-cent & 7-cent stamps.

16. Using complete induction, prove that postage of six cents or more can be achieved by using only 2-cent & 7-cent stamps.

17. Ackermann’s function can be defined by the recurrence relation:

A(m, 0) = A(m-1, 1),   m = 1, 2, …,

A(m, n) = A(m-1, A(m, n-1)),   m = 1, 2, …,     n = 1, 2, …,

And the initial conditions  A(0, n) = n +1,   n = 0, 1, …,

    Find the values of A(1, 1) and A(2, 3).

18. Find an explicit formula for minimum number of moves in which the n-disk Tower of Hanoi puzzle can be solved.

19. Find an explicit formula for the Fibonacci sequence

20. Solve the recurrence relation 
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(

4

2

1

-

-

-

=

n

n

n

d

d

d

 subject to the initial conditions 
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21. Find particular solution:

a. 
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c. 
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d. 
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e. 
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22. Find total solution:

a. 
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d. 
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23. Prove that the worst-time for binary search for input of size n = ((lg n)

24. Solve the recurrence relation 
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 in case n is a power of 2. Assume that 
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25. What is the worst case of Quick sort & prove that worst case running time for Quick Sort is O(n2).

26. Suppose that 
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, where c and d are real numbers satisfying c > 1 and d > 0, and m is an integer satisfying m > 1, show that 
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27. Solve the recurrence relation 
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for n > 2. Initial condition is 
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28. Prove that worst case running time for selection sort is ((n2) and best case running time is  ((n).

29. Solve T(n) = 2T(n/2) + lg n   exactly for n  a power of 2. T(1) = 1. Express your answer as simply as possible using the ( notation.

30. Solve T(n) = 4T(n/2) + n   exactly for n a power of 2. T(1) = 1.

* * * * *

ASSIGMENT- 3 (SETS AND COMBINATIONS)
1. U = {1, 2, 3, …, 8, 9}, and A = {1, 2, 5, 6}, B = {2, 5, 7}, C = {1, 3, 5, 7, 9}

Find and make Venn diagram of each of the following:

a. A ∩ B and A ∩ C

b. A U B and B U C

c. AC and CC
d. A \ B and A \ C

e. A ( B and A ( C

f. (A U C) \ B, (A U B)C, (B ( C) \ A

2. Write all set identities and define Boolean sum of two sets.

3. The formula A \ B = A ∩ BC defines the difference operation in terms of the operations of intersection and complement. Find a formula that defines the union A U B in terms of the operations of intersection and complement.

4. Draw a Venn diagram of sets A, B, C where A ( B, sets B and C are disjoint, but A and C have elements in common.

5. Let A, B, C be subsets of U. Given that
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 EMBED Equation.3  [image: image34.wmf]
    Is it necessary that B = C? Justify your answer.

6. Given that
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    Show that 
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7. What can you say about the sets P and Q if

a. 
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8. Let 
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9. Let 
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10. a. Given that 
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b. Given that 
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c. Given that 
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      Justify your answers?

11. Let A, B, C be sets. Under what condition is each of the following statements are true?

a. 
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12. Let A, B be two sets.

a. Given that A – B = B, what can be said about A and B?

b. Given that A – B = B – A, what can be said about A and B?

13. Let A, B, C be arbitrary sets. Show that 
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14. Let A, B, C be arbitrary sets. Show that 
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15. Let A, B, C be arbitrary sets. Show that 
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16. Out of 200 students, 50 of them take the Discrete Mathematics, 140 of them take the course Economics, and 24 of them take both courses. Since both courses have scheduled examinations for the following day, only students who are not in either one of these courses will be able to go to the party the night before. How many students will be at the party. Suppose that 60 of the 200 are underclass students. Among the underclass students, 20 of them take Discrete Mathematics, 45 of them take Economics, and 16 of them take both. How many upper-class students will be at the party?

17. Thirty cars were assembled in a factory. The options available were a radio, an air conditioner, and white-wall tires. It is known that 15 of the cars have radios, 8 of them have air conditioners, and 6 of them have white-wall tires. Moreover, 3 of them have all three options. Atleast how many cars do not have any options at all.

18. Determine the number of integers between 1 and 300 that are divisible by any of the integers 2, 3, 5, and 7.

19. A survey on a sample of 25 new cars being sold at a local auto dealer was conducted to see which of three popular options air-conditioning (A), radio (R), and power windows (W), were already installed. The survey found:

· 15 had air-conditioning,

· 12 had radio,

· 11 had power windows,

· 5 had air-conditioning and power windows,

· 9 had air-conditioning and radio,

· 4 had radio and power windows,

· 3 had all three options.

Find the number of cars that had

a. only power windows

b. only air-conditioning

c. only radio

d. radio and power windows but not air-conditioning

e. air-conditioning and radio, but not power windows

f. only one of the options

g. at least one option

h. none of the options.

20. Show that the set of all rational numbers is countably infinite.

21. Show that the set of all real numbers is uncountably infinite.

22. Prove that if a set is countably infinite, then its power set is not countably infinite.

23. If A and B are disjoint sets S.T. 
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24. There is a set of five distinct computer science books, and two distinct art books

a. In how many ways can these books be arranged on a shelf?

b. In how many ways these books be arranged on a shelf if all books of the same discipline are grouped together.

c. In how many ways these books be arranged on a shelf if the two art books are not together?

25. a. How many eight-bit strings contain exactly three 0’s?

b. How many eight-bit strings contain three 0’s in a row and five 1’s?

c. How many eight-bit strings contain atleast two 0’s in a row?

26. a. Find the next row of Pascal’s triangle given the row:

           1    7    21    35    35    21    7    1

b. Use the Binomial theorem to show that ∑nk=0 2k C(n, k) = 3n
27. Is it possible to interconnect five processors so that exactly two processors are directly connected to an identical number of processors? Explain.

28. Find the minimum number of the students needed to guarantee that five of them belong to the same group (Bhangra, Rock, Classical).

29. A sample of 80 cars owned revealed that 24 owned station wagons and 62 owned cars that are not station wagon. Find the number k of people who owned both a station wagon and some other car.

30. A student must take five classes from three areas of study. Numerous classes are offered in each discipline, but the student cannot take more than two classes in any given area.

a. Using the Pigeonhole principle, show that the student will take at least two classes in one area.

b. Using the inclusion-exclusion principle, show that the student will have to take at least one class in each area.

* * * * *

ASSIGMENT- 4 (RELATION, FUNCTION AND MATRICES)
1. Let A= {a, b} and B= {4, 5, 6}. List the elements in AXB, BXA, AXA, and BXB.

2. If B= {0, 3, 6, 9,…}, give a partition of B containing (a) two infinite subsets (b) three infinite subsets.

3. If A has three elements and B has n ≥ 1 elements, use mathematical induction to prove that |AXB| = 3n.

4. If A has n elements and B has m elements, how many different relations are there from A to B?

5. Let relation R on the set {1, 2, 3, 4, 5} be defined by the rule (x, y) ( R if 3 divides 

x - y.

a. List the elements of R and R-1.

b. Find the domain and range of R and R-1.

c. Draw directed graph.

d. List all properties of the relation and explain.

6. Let X be a nonempty set. Define a relation on ((X), the power set of X, as (A, B) ( R  if A ( B. Is this relation reflexive, symmetric, antisymmetric, transitive, and/or a partial order?

7. Let R1 and R2 be the relations on {1, 2, 3, 4} given by

R1 = {(1, 1), (1, 2), (3, 4), (4, 2)}

R2 = ((1, 1), (2, 1), (3, 1), (4, 4), (2, 2)}

List the elements of R1 o R2 and R2 o R1.

8. What is wrong with the following argument, which supposedly shows that any relation R on X that is symmetric & transitive is reflexive?

Let x ( X. Using symmetry, we have (x, y) and (y, x) both in R. Since (x, y), (y, x) ( R, by transitivity we have (x, x) ( R. Therefore R is reflexive.

9. Define the relation R on the set of positive integers by (x, y) ( R if the greatest common divisor of x and y is 1. Determine whether R is reflexive, symmetric, antisymmetric, transitive, and/ or a partial order.

10. Show that if R is an equivalence relation on X, then domain R = range R = X.

11. Consider the following five relations:

a. Relation ≤ (less than or equal) on the set of Z of integers.

b. Set inclusion ( on a collection C of sets.

c. Relation ( (perpendicular) on the set L of lines in the plane.

d. Relation (( (parallel) on the set L  of lines in the plane.

e. Relation ( of divisibility on the set N of positive integers.

Determine which of the above relations are reflexive, symmetric,

antisymmetric, transitive, and/ or a partial order.

12. Let A be a set of books.

a. Let R be a binary relation on A S.T. (a, b) is in R if book a costs more and contain fewer pages than book b. In general, is R reflexive? Symmetric, Antisymmetric? Transitive?

b. Let S be a binary relation on A S.T. (a, b) is in S if book a costs more or contain fewer pages than book b. In general, is S reflexive? Symmetric, Antisymmetric? Transitive?

13. Let P be the set of all people. Let R be a binary relation on P S.T. (a, b) is in R if a is a brother of b. (Disregard half-brothers and fraternity brothers.) Is R reflexive? Symmetric? Antisymmetric? Transitive? An equivalence relation? A partial ordering relation?

14. Let A be a set with 10 distinct elements.

a. How many different binary relations on A are there?

b. How many of them are reflexive?

c. How many of them are symmetric?

d. How many of them are reflexive and symmetric?

e. How many of them are total ordering relations?

15. a. Let R and S be binary relations from A to B. Is it true that 
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b. Let R be a binary relation on A. If R reflexive, is inverse/converse of R necessarily reflexive? If R is symmetric, is its inverse necessarily symmetric? If R is transitive, is its inverse necessarily transitive?

16. Let A = {1, 2, 3, 4}, and let R = {(1, 2), (2, 3), (3, 4), (2, 1)}. Find the reflexive, symmetric and transitive closure of R.

17. a. Let 
[image: image63.wmf]x

x

h

x

x

g

x

x

f

3

)

(

&

2

)

(

,

2

)

(

=

-

=

+

=

 for 
[image: image64.wmf]R

x

Î

. Where R is a set of real numbers. Find 
[image: image65.wmf]g

h

f

f

h

g

h

h

f

g

g

f

f

g

f

f

g

o

o

o

o

o

o

o

o

o

,

,

,

,

,

,

,

.

     b. Let 
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     Where 
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18. Consider functions f: A → B and g: B → C. Prove that following:

a. If f and g are one-to-one, then composition function g o f is one-to-one.

b. If f and g are onto functions, then g o f is an onto function

19. If A= {1, 2,…, n}, show that any function from A to A which is one-to-one must also be onto, and conversely.

20. Prove that the function f= {(1, a), (2, c), (3, b)} from X = {1, 2, 3} to Y = {a, b, c} is bijection & hence find inverse.

21. a. Give an example of a function that is one-to-one but not onto.

b. Give an example of a function that is onto but not one-to-one.

c. Give an example of a function that is neither one-to-one nor onto.

22. Define characteristic function & write all properties of characteristic function.

23. Using properties of characteristic function, show that

a. A ∩ (B U C) = (A ∩ B) U (A ∩ C)

b. ¬ ¬ A = A

24. Find the orbit and cycles of the set S = {1, 2, 3, 4, 5, 6} under the following permutations:


a.    1   2   3   4   5   6

       2   1   5   6   4   3


b.   1   2   3   4   5   6

      2   3   4   5   6    1

c.   1   2   3   4   5   6

      2   3   1   6   5   4

25. Express the following permutations as product of disjoint cycles

1. (1   2   3) (2   3   4) (4   5   6) (6   7)

2. (1   2) (1   3) (1   4) (1   5) (1   6)

3. (2   4) (2   6) (2   8) (1   3) (1   7)

26. Find out which of the following permutations are even (odd)  permutations

1. (1   2   3) (1   2)

2. (1   2   3   4   5) (1   2   3) (4   5)

3. (1   2) (1   4) (1   5   3)

27. Express the following permutations as product of transpositions

1. (1   2   3   …   n)

2. (1   2   3) (4   5   7   6)

      3. (1   2) (3   4   5)

28. Find the orbits of all elements under the permutation


         1   2   3   4   5   6   7   8   9

         2   1   3   6   4   5   9   7   8     in S9


                        0   1   0

  1   0   0

29. a. Let A =   1    0   1      and B  =    1   0   0    be Boolean matrices.

                       1    0   0

   0  1   1

       Find the Boolean matrices: 1. A + B     2. AB     3. BA     4. A2     5. B2.


                         1   0   0

   0   1   1

      b. Let A =    0   0   1      and B  =    1   0   0      be Boolean matrices.

                        1   1   0

   0   1   0

 Find the Boolean matrices: 1. A + B     2. AB     3. BA     4. A2     5. B2.

30. Show that any two disjoint permutations commute i.e. if f and g are any two disjoint permutations of set S, then 
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* * * * *

ASSIGNMENT- 5 (LATTICES AND BOOLEAN ALGEBRA)
1. Prove that power set of a finite set under subset relation is a lattice. Define meet, join and complement operation in general for this lattice.

2. Prove that set of all divisors of a positive integer under division relation is a lattice. Define meet, join and complement operation in general for this lattice.

3. Show that in a lattice with three or fewer elements is a chain.

4. Show that a chain of three or more elements is not complemented.

5. Show that in a bounded distributive lattice, the elements that have complements form a sub lattice.

6. Consider the set Q of rational numbers with the usual ≤, and consider the subset D of Q defined by

D = {x: x ( Q and 8 < x3 < 15}

a. Is D bounded above or below?

b. Find upper bound and lower bound of D.

c. Do sup(D) and inf(D) exist?

7. Write the dual of each statement:

a. (a ( b) v c = (b v c) ( (c v a)

b. (a ( b) v a = a ( (b v a)

8. Draw the Hasse diagrams of the factors of 6, 8, 12, 15, 18, 20, 24, 25, 30, 32, 36, 40, 48 all ordered by divisibility.

9. State whether each of the following is true or false and, if it is false, give a counterexample.

a. If a poset S has only one maximal element a, then a is a last element.

b. If a finite poset S has only one maximal element a, then a is last element.

c. If a linearly ordered set S has only one maximal element a, then a is the last element.

10. Show that a lattice is distributive iff for any elements a, b, c in the lattice   
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11. Let (
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for some a, then x=y.

12. Show that a lattice (
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13. Let a and b be two elements in a lattice (
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14. Let a, b, c be elements in a lattice (
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15. Let a, b, c be elements in a lattice (
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16. Show that if 
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17. Prove that greatest element (if exists) is unique maximal element.

18. Prove the Absorption law for lattices:
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19. Show that:
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In particular, show that 
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20. Prove that if L is a bounded distributive lattice, then complements are unique if they exist.

21. Show that two lattices L & M are distributive iff LXM is distributive.

22. Show that in any lattice L, for any elements a, b, c,
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23. Prove that in any lattice, the distributive inequalities,
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hold for any a, b, c.

24. Prove that dual of a lattice is a lattice. I.e. if (
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25. Let   
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 be a Boolean expression over the two-valued Boolean algebra. Write 
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26. Let   
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be a Boolean expression over the two-valued Boolean algebra. Write 
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27. Simplify the following Boolean expressions:

a. 
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b. 
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c. 
[image: image111.wmf])

(

)

(

)

(

c

b

c

b

a

b

a

Ù

Ú

Ù

Ù

Ú

Ù


d. 
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28. Show that a Boolean Algebra is self dual.

29. Express each Boolean expression E(x, y, z) as a sum-of-products and then in its complete sum-of-products form:

a. E = x(xy’ + x’y + y’z)

b. E = (x + y’z)(y + z’)

c. E = (x’ + y)’ + y’z

d. E = (x’y)’(x’ + xyz’)

e. E = (x + y)’(xy’)’

f. E = y(x + yz)’

30. Use a Karnaugh map to find a minimal sum of each Boolean expression:

a. E = xy + x’y + x’y’

b. E = x + x’yz + xy’z’

c. E = y’z + y’z’t’ + z’t

d. E = y’zt + xzt’ + xy’z’

* * * * *

ASSIGNMENT- 6 (GRAPH THEORY)
1. Convince yourself that the maximum degree of any vertex in a simple graph with n vertices is n – 1.

2. Show that the maximum number of edges in a simple graph with n vertices is  

n(n-1)/2.

3. Define Königsberg Bridge Problem and draw graph of the problem.

4. Prove that the number of vertices of odd degree in a graph is always even.

5. Prove that a graph cannot have single odd vertex. Also prove that if a graph contains exactly two odd vertices, then they are joined by some edge.

6. Prove that if average degree of a connected graph G > 2, then it has atleast one cycle.

7. Prove that a simple graph with n vertices and k components can have at most 

(n – k)(n – k + 1)/2 edges.

8. Find the number of vertices of degree a and vertices of degree b, if a connected graph has e edges and n vertices, each has degree a or b.

9. Prove that a given connected graph G is an Euler graph if and only if all vertices of G are of even degree.

10. Prove that any two simple connected graphs with n vertices, all of degree two, are isomorphic.

11. Prove that a simple graph with n vertices must be connected if it has more that 

[(n – 1)(n –2)]/2 edges.

12. Let a, b, and c be three distinct vertices in a graph. There is a path between a and b and also there is a path between b and c. Prove that there is a path between a and c.

13. Draw a graph in which an Euler line is also a Hamiltonian circuit. What can you say about such graphs in general?

14. Prove that a tree with n vertices has n – 1 edges.

15. What is the nullity of a complete graph of n vertices?

16. Can you construct a graph if you are given all its spanning trees? How?

17. Let T1 and T2 be two spanning trees of a connected graph G. If edge e is in T1 but not in T2, prove that there exists another edge f in T2 but not in T1 such that sub graphs (T1 – e) U f and (T2 – f) U e are also spanning trees of G.

18. Prove that a graph has dual if and only if it is planar.

19. Prove that every tree with two or more vertices is 2-chromatic.

20. Prove that a graph with at least one edge is 2-chromatic if and only if it has no circuits of odd length.

21. Given a graph, what is the technique to find all maximal independent sets and all minimal dominating sets.

22. Prove that a graph of n vertices is a complete graph if and only if its chromatic polynomial is Pn (() = ((( - 1)(( - 2)…(( - n + 1).

23. Prove that an n-vertex graph is a tree if and only if its chromatic polynomial Pn(() = ((( - 1)n – 1
24. Prove that the vertices of every planar graph can be properly colored with five colors.

25. Draw all possible simple non-isomorphic graphs with four vertices. Describe the characteristics of each graph.

26. Draw atleast 3 regular graphs 6 vertices.

27. A connected graph has 12 edges and 6 vertices, each of which has degree 2 or 5. How many vertices are of each degree?

28. Define a binary tree, regular binary tree, and path length of a binary tree.

29. Define compliment of a graph, Euler circuits, Hamiltonian path and Hamiltonian circuits.

30. State Dijkstra’s algorithm and illustrate with an example.

* * * * *
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